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Abstract
The increased quality and human-likeness of AI generated texts has resulted in a rising demand for neural text detectors, 
i.e. software that is able to detect whether a text was written by a human or generated by an AI. Such tools are often used in 
contexts where the use of AI is restricted or completely prohibited, e.g. in educational contexts. It is, therefore, important 
for the effectiveness of such tools that they are robust towards deliberate attempts to hide the fact that a text was generated 
by an AI. In this article, we investigate a broad range of adversarial attacks in English texts with six different neural text 
detectors, including commercial and research tools. While the results show that no detector is completely invulnerable to 
adversarial attacks, the latest generation of commercial detectors proved to be very robust and not significantly influenced 
by most of the evaluated attack strategies.
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1 Introduction

The ubiquitous availability and accessibility of generative 
AI models that can produce texts, like OpenAI’s ChatGPT 
or Google’s Gemini, has resulted in a proliferation of such 
texts, even in contexts where their use is explicitly forbidden 
by policies, e.g. in scientific publishing or higher education. 
The increased quality and human-likeness of AI generated 
texts makes the enforcement of such policies increasingly 
difficult.

So-called “AI detectors” or “neural text detectors” are 
models that have been trained to classify whether a given 
text was generated by an AI. Many educational institutions 
and publishers rely on such detectors to enforce their gen-
erative AI policies. While scientific evaluations of such 
detectors have shown different degrees of reliability (see 

Sect. 2.1), these evaluations regularly do not account for 
the fact that, especially in scenarios where the use of gen-
erative AI is explicitly forbidden, users can and will take 
active steps to disguise that a text has been generated by an 
AI. Such measures can be considered as adversarial attacks 
(see Sect. 2.2). Such attacks exploit the fact that machine 
learning models by identifying patterns in the data rather 
than by understanding actual underlying concepts. Conse-
quently, introducing small, human-unnoticeable perturba-
tions can result in misclassification (Goodfellow et al., 2014; 
Szegedy et al., 2013).

Adversarial attacks can be categorised into black-box and 
white-box attacks (Peng et al., 2023). In white-box attacks, 
the attacker has full access to the target model, including its 
parameters, architecture, and loss function (Ebrahimi et al., 
2018; Gao et al., 2018). During black-box attacks, the adver-
sary can only input queries and observe the outputs with-
out any insights into internal processing (Gao et al., 2018). 
Furthermore, it can be distinguished between targeted and 
untargeted attacks, where targeted attacks aim at triggering 
misclassification towards a specific label, while untargeted 
aim to cause any misclassification (Rathore et al., 2020).

Building on our previous work (Fishchuk & Braun, 
2023), in this article, we investigate the robustness of scien-
tific and commercial AI detectors, by evaluating the effec-
tiveness of different resource-efficient adversarial attack 
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strategies. Particularly we use texts generated by GPT 3.5 
to compare the robustness of six neural text detectors in a 
black-box scenario, namely: Copyleaks, GPTZero, Radar, 
GPT-2 Output Detector, Turnitin, and Open AI Text Clas-
sifier (see Sect. 3.1). The adversarial attack strategies pre-
sented in this article cover a wide range of methodologies, 
from prompt engineering to hyperparameter-tweaking and 
post-processing of texts.

While the results show that no detector is completely 
invulnerable to adversarial attacks, they also show that the 
latest generation of commercial detectors, like Copyleaks, 
and GPTZero, is significantly more robust than previously 
tested detectors and not significantly influenced by most of 
the evaluated attack strategies.

2  Related work

2.1  AI detection

The detection of AI generated texts has been a concern 
before the ubiquitous availability of Large Language Models 
(LLMs) like ChatGPT. Jawahar et al. (2020), for example, in 
2020 already presented a survey on the “Automatic Detec-
tion of Machine Generated Text”, mostly focusing on GPT-2 
generated text. However, since 2023, the interest in the area 
has significantly increased. Weber-Wulff et al. (2023), for 
example, compared 14 AI detection services. In their evalu-
ation, none of the tested tools achieved an accuracy above 
76%.

In a similar experiment, Elkhatat et al. (2023) compared 
five classifiers, four of which also were part of the study by 
Weber-Wulff et al. (2023). In the study by Elkhatat et al. 
(2023), the best-performing detector achieves a recall of 93% 
and a precision of 80%, significantly higher than the results 
reported by Weber-Wulff et al. (2023). Habibzadeh (2023) 
particularly focused on the detection of AI generated texts in 
the medical domain and the detector GPTZero. Habibzadeh 
(2023) reports an accuracy of 0.80 for the detector, while 
Weber-Wulff et al. (2023) report an accuracy of only 54% 
for the very same tool. A comparison by van Oijen (2023) 
includes seven different detectors, in which the best achieved 
an accuracy of just 50%. Among the tested tools is Cross-
plag, which achieved an accuracy of 30%, compared to an 
accuracy of 69% that the tool achieved in the evaluation by 
Weber-Wulff et al. (2023).

Table 1 shows an overview of the reported accuracy for 
different neural text detectors in the literature. If anything, 
these results show that the ability to detect AI generated 
texts is highly dependent on the individual documents 
that are evaluated and cannot easily be generalised across 
domains and texts. Additionally, the presented evaluations 
are mainly focused on texts that are directly generated by 

AI models without being designed in any way to escape 
automated detection. We believe that in practice, AI detec-
tor tools will be mostly applied in contexts where the texts 
they will assess have been particularly optimised to escape 
such detection. A student who e.g. submits a course work 
that has been generated by AI and does not disclose it will 
most likely take actions to obfuscate the fact that AI was 
involved in the generation of the text. Therefore, we believe 
it is important to not just assess detector tools with stand-
ard texts, but particularly also assess their robustness with 
regard to adversarial attacks.

2.2  Adversarial attacks

Most of the existing literature about adversarial attacks 
focuses on image detection (Kong et al., 2021; Akhtar et al., 
2021; Xu et al., 2020). Textual input is less used due to 
its discrete nature and the difficulty in introducing human-
imperceptible perturbations, contrary to the image data, 
where a change in a few hundred pixels can go unnoticed 
(Jin et al., 2019; Peng et al., 2023). Examples of adversarial 
attacks on general text classification models include the work 
by Ebrahimi et al. (2018) and Gao et al. (2018). More recent 
work has started to specifically look into adversarial attacks 
on neural text detectors: Wolff and Wolff (2022) showed 
that introducing spelling mistakes and replacing characters 
with homoglyphs can significantly reduce the detection rate 
for GPT-2 texts. Liang et al. (2023a) showed that similar 
character-level mutation-based attacks are also successful 
for RoBERTa-based detection models. Liang et al. (2023c) 
not only showed that existing detectors are vulnerable to 
simple rephrasing, but they also showed that they are biased 
towards flagging texts that have been (manually) written by 
non-native speakers as AI-generated.

Because currently available methods are vulnerable to 
adversarial attacks, multiple suggestions have been made to 
improve their robustness, e.g. by Liang et al. (2023b), Shen 
et al. (2023), Crothers et al. (2022), and Yoo et al. (2022). 
While watermarking techniques to identify AI-generated 
texts are also investigated, they are generally seen as vul-
nerable to adversarial attacks, especially to mutation and 
paraphrasing-based approaches (Jin et al., 2019; Kirchen-
bauer et al., 2023; Sadasivan et al., 2023).

3  Experimental setup

This section describes the experimental setup that was used 
in this study. Neural language generation and detection are 
both very dynamic fields. Therefore, it is important context 
that the experiments described in this article were conducted 
between January and April 2024. By the time of publication, 
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the capabilities of both, generators and detectors, might have 
changed significantly.

3.1  Detectors

In addition to the experiments described in this article, in 
2023, we conducted a series of baseline experiments to 
establish whether neural text detectors are in general vul-
nerable to adversarial attacks. For these baseline experi-
ments, we used three neural text detectors: The GPT-2 
Output Detector, the now discontinued OpenAI Text Clas-
sifier, and the commercial detector of Turnitin (Fishchuk & 
Braun, 2023), After the baseline experiments were success-
ful, we decided to extend our experiments, to include more 
attack strategies and more detectors, particularly commer-
cially available ones. Therefore, we now report additional 

experiments with Radar, GPTZero, Copyleaks, and also the 
GPT-2 Output Detector.

3.1.1  GPT‑2 output detector

The GPT-2 Output Detector is an open source detection 
model that was trained by OpenAI, by fine-tuning a RoB-
ERTa model with outputs from the GPT-2 model. The 
underlying Roberta model enforces an input limitation of 
512 tokens, which makes it necessary to truncate longer texts 
(Solaiman et al., 2019).

3.1.2  Radar

Radar is another open source detection model. It was trained 
by Hu et al. (2023) by fine-tuning a RoBERTa model, and, 

Table 1  Accuracy of different neural text detectors as reported in the literature

Detector Generator

ChatGPT GPT 3.5, 4 GPT 2-4, 
Davinci, Flan-
T5

GPT 3.5-4, Gemini, 
Mistral, LLaMa 2

ChatGPT ChatGPT

Compilatio 74
Content at Scale 33 71 0
Crossplag 69 80 30
DetectGPT 46 77
Go Winston 67
GPT Zero 54 81 64 94 58 30
GPT-2 Output Detector 72
OpenAI Text Classifer 54 78 40
PlagiarismCheck 39
Turnitin 76 100
Writeful GPT Detector 43
Writer 50 71 69 50 0
Zero GPT 59 87 58
Copyleaks 100 83 44
Originality.ai 98 97 94
Scribber 88 50
IvyPanda 77
GPT Radar 76
SEO.ai 72
Sapling 65 67
ContentDetector.ai 63
Grammica 86
GPTKIT 55
Zylalab 68
Checkfor.ai 59 99
Undetectable.ai 75
Corrector App 50
Source Weber-Wulff 

et al. (2023)
Walters (2023) Akram (2023) Emi and Spero (2024) Cooperman and 

Brandão (2024)
van Oijen (2023)
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according to the developers, significantly outperforms other 
AI-content detectors, particularly in settings where para-
phrasing is applied to the generated texts. Like the GPT-2 
Output Detector, Radar is also limited to inputs of 512 
tokens.

3.1.3  OpenAI text classifier

The OpenAI Text Classifier was a neural text detector that 
was developed by OpenAI and made accessible through 
their website, following the spike in ChatGPT’s popularity. 
While the OpenAI Text Classifier has been evaluated in the 
baseline experiments, it has since been discontinued and is 
therefore not part of the newly conducted experiments.

3.1.4  Turnitin

Turnitin is a commercial vendor for a wide range of educa-
tion-related software, including tools for plagiarism detec-
tion. Relatively recently, Turnitin expanded their portfolio 
by also offering a neural text detection component.1

3.1.5  GPTZero

GPTZero2 is a widely deployed commercial detector trained 
to specifically detect GPT-4, GPT-3.5, Bard, LLaMa and 
other new AI generation models. GPTZero AI detection is 
accessible through a web interface and an API, which was 
used in this study.

3.1.6  Copyleaks

Copyleaks3 is another commercial vendor that offers a wider 
range of education-related software, including plagiarism 
detection and neural text detectors. Copyleaks is also acces-
sible through both a web-interface and an API. For the pre-
sented study, the API endpoint was used.

3.2  Measurement

All detectors evaluated in this study assess texts with a score 
between 0 and 1, where 0 means that the tool is certain that 
the text was generated by a human and 1 means that the tool 
is certain that the text was generated by an AI. This metric is 
referred to as the AI-detection score in the subsequent text. 
We will consider an adversarial attack as successful if it low-
ers the average AI-detection score of a detector below 0.5.

3.3  Corpus

The texts used for the experiments have been generated with 
the GPT-3.5-turbo-0125 model through the OpenAI API.4 
The prompting schema used to generate the baseline texts is 
shown in Listing 1. The model’s hyperparameters have been 
set to the default values specified in the API in the baseline 
setting. The generated texts have been limited to 800 tokens, 
in order to generate texts with an approximate length of 400 
words. Unless stated otherwise in the experiment setup, all 
texts are produced using a single-query approach.

Listing 1: Basic prompt for text generation

A list of 200 essay topics Nova (2019), grouped by essay 
genre, was used as input for the text production. For each 
of the following genres, texts have been generated for 20 
different topics:

• argumentative
• cause and effect
• compare contrast
• controversial argumentative
• descriptive
• expository
• funny argumentative
• narrative
• persuasive
• research

Due to the high fluctuation of the text size produced by 
the GPT-3.5 model, a limit of 300–500 words was estab-
lished for each text. If a generated text was not within these 
borders, the text has been regenerated. All texts that have 
been used in the experiments, together with the code for the 
experiments, are available on GitHub.5

3.4  Attacks

Based on the existing literature and our previous work, we 
identified seven promising resource-efficient approaches 
for adversarial attacks which are introduced in this section. 
The evaluated attack approaches can be categorised into 
three categories: prompt engineering (Sects. 3.4.1 to 3.4.3), 
hyperparameter tweaking (Sect. 3.4.4), and post-processing 
(Sects. 3.4.5 to 3.4.7).

1 https:// www. turni tin. com/ solut ions/ topics/ ai- writi ng/.
2 https:// gptze ro. me/.
3 https:// copyl eaks. com/.

4 https:// platf orm. openai. com/ docs/ overv iew.
5 https:// github. com/ DaBr01/ Adver sarial- Attac ks- on- Neural- Text- 
Detec tion/.

https://www.turnitin.com/solutions/topics/ai-writing/
https://gptzero.me/
https://copyleaks.com/
https://platform.openai.com/docs/overview
https://github.com/DaBr01/Adversarial-Attacks-on-Neural-Text-Detection/
https://github.com/DaBr01/Adversarial-Attacks-on-Neural-Text-Detection/
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3.4.1  Text characteristics prompt engineering

We examined the effect of essay genres and tones on detec-
tion scores to determine the possibility of potential attack 
vectors. To assess the impact of essay genre on detection, 
we generate 20 texts per genre category each with a differ-
ent genre-specific topic. As described in Sect. 4, we did not 
find a significant difference in text detection across different 
genres. Therefore, in the following experiments, we limited 
the number of samples by choosing “research” as genre. 
This allowed us to perform more experiments and assess a 
broader picture of detector resistance to adversarial attacks.

In addition, we assessed the impact of different essay 
tones on the detection. Five formality tones (informal, 
semi-formal, formal, academic, and professional) have been 
selected and tested with two methods: simple and extended. 
In the simple variant of the attack, the model was prompted 
to follow the specified tone and rely on the model’s inter-
pretation of the style. In the extended version, the prompts 
were supplemented with a list of instructions detailing how 
to achieve the provided tone.

3.4.2  Detection avoidance prompt engineering

Different prompts aimed at tweaking the text structure and 
diversity have been tested. Additionally, we tested the dif-
ference between single-query and two-query prompt engi-
neering, where the former refers to providing all of the 
instructions together with a topic in a single prompt, and 
the latter—providing instructions after the topic asking to 
re-write the essay:

• asking to avoid detection
• asking for a “good balance” of perplexity and burstiness
• maximise perplexity
• repeat a set of characteristics distinguishing human texts

3.4.3  Outlier prompt engineering

While evaluating the previously described attack strategies, 
we noticed a set of outlier texts with significantly lowered 
detection scores while bearing no visual difference. Based 
on the top-level analysis of these texts, we derived a set of 
characteristics noticed only in these texts. In this experiment, 
we attempted to replicate said characteristics using prompt 
engineering. The identified characteristics are:

• in-text citations
• in-text citations with a reference list
• first-person tone
• blend of different formality tones
• unusual grammar and sentence structures
• in-text numerical data

3.4.4  Hyperparameter‑tweaking

Tweaking hyperparameters was tested by producing texts 
with different combinations of parameter values. Due to 
the large amount of possible combinations, we limited the 
experiments to five essay topics.

Firstly, we conduct a preliminary search across four 
parameters: temperature, top p, presence penalty, and fre-
quency penalty. Temperature and top p control random-
ness in the text. By increasing the temperature, the output 
becomes more random. However, for values beyond the 
default of 1.0, the length of the outputs started fluctuating 
strongly and the quality of the texts dropped. Top p repre-
sents the percentage of tokens selected based on their prob-
ability mass. The frequency penalty controls the frequency 
of tokens appearing in the text, with higher values leading 
to more diverse verbatim. The presence penalty controls the 
model’s likelihood of repeating tokens in the text. Higher 
values of presence penalty lead to the model producing more 
diverse texts (OpenAI, 2023).

We set the search boundaries for the parameter search to 
[− 1, 2] for frequency and presence penalty bounds and [0, 
1.5] for temperature. Top p is explored in the whole available 
range of [0, 1]. The boundaries have been chosen because 
texts generated outside these boundaries often have a very 
low quality. We only consider an attack strategy as success-
ful if it does not significantly reduce the quality of the gen-
erated texts. We select a step size of 0.2 for frequency and 
presence penalty and 0.1 for temperature and top p to keep 
the number of samples similar for each of the parameters.

We further build upon the previous experiment by con-
ducting a linear search of frequency and presence penalty in 
the bounds of [0, 2] with a smaller step of 0.1. Additionally, 
we supplement the research genre with argumentative (5 
topics each) to explore the effects of different genres on the 
effectiveness of parameter tweaking attacks.

Finally, we conduct a grid search over a combination of 
frequency and presence penalties while limiting the fre-
quency penalty to a range of [0, 1] and the presence penalty 
to [0, 2]. Frequency penalty is analysed in the smaller range 
due to the negative impact on text quality of higher values.

3.4.5  Character mutations

A popular set of adversarial attack strategies for texts are 
character-level mutations. With this attack strategy, we 
attempt to lower detection by replacing certain characters 
in the text with visually similar but different characters. We 
select a wide range of these attacks and test them utilising 
an all-in approach: If a certain character is replaced with a 
visually similar one, all instances of that character in the 
text are replaced. Additionally, we test so-called invisible 
characters, a set of UTF symbols used for text formatting 
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and invisible in most text readers. Table 2 shows the list of 
all character mutations investigated.

3.4.6  Translation

Another attack strategy that we evaluated is translation: By 
first translating the original English texts into an intermedi-
ate language and subsequently back into English, charac-
teristics distinct to the model that originally generated the 
text could be lost. Particularly, we used Google Translate to 
translate the texts into four intermediary languages: Chinese, 
Arabic, Japanese, and Russian.

3.4.7  Paraphrasing

Following the translation experiment, we further attempt to 
change the text structure and characteristics via automatic 
paraphrasing tools. Two tools are evaluated, the open source 
Parrot paraphraser (Damodaran, 2021) and the commercial 
tool Quillbot.6

4  Results

4.1  Baseline experiments

In the baseline experiments described in Fishchuk and Braun 
(2023), we explored a set of resource- and query-efficient 
black-box adversarial attack methods, namely, parameter 
tweaking, prompt engineering, and character-level muta-
tions, with the GPT-2 Output Detector, the OpenAI Text 
Classifier, and Turnitin.

Frequency and presence penalty adjustments were found 
to be efficient attack strategies. When applied in combination 

Table 2  Character mutation 
attacks

Short name Perturbation type Mappings (Latin Character: UTF Code)

Cyrillic-Full Replace English with Cyrillic a: U+0430, c: U+0441, e: U+0435
All similarly looking characters i: U+0456, l: U+04CF, o: U+043E

p: U+0440, x: U+0445, y: U+0443
h: U+04BB, w: U+051D, j: U+0458
s: U+0455

Cyrillic-Simple Replace English with Cyrillic a: U+0430, c: U+0441, e: U+0435
Identically looking characters only i: U+0456, o: U+043E, p: U+0440

x: U+0445, y: U+0443, j: U+0458
s: U+0455

Armenian Replace Armenian o: U+0585, h: U+0570, g: U+0581
u: U+057D, n: U+0578

Greek Replace Greek a: U+03B1, y: U+03B3, v: U+03BD
o: U+03BF, p: U+03C1

Punctuation Replace Punctuation ,: U+201A,.: U+FF0E
Invisible Add Invisible Characters Zero Width Space: U+200B

Zero Width Non-Joiner: U+200C
Zero Width Joiner: U+200D

Various Various Replacements u: U+1D1C, d: U+217E, g: U+0261
q: U+051B, v: U+1D20

19-char Replacing 19 English characters A combination of Cyrillic-Full
Armenian and Greek

Combined Combined Attack All mappings from Major Cov, Punc-
tuation, and Invisible

L-I Lowercase L to Uppercase I Swap Attack l: I (U+0049)

Fig. 1  Influence of the frequency and presence penalty on the detec-
tion score

6 https:// quill bot. com/.

https://quillbot.com/
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(see Fig. 2) and separately (see Fig. 1), they reduced detec-
tion scores below 0.5 while maintaining high text quality.

On the contrary, basic prompt engineering was found 
to be reliable only for bypassing the GPT-2 Output detec-
tor, and only the burstiness and perplexity prompt worked 
against Turnitin. Furthermore, a slight but consistent 
drop in detection rates was perceived for all second-query 
approaches. Finally, the study found character level muta-
tions causing a substantial drop in detection scores for the 
GPT-2 detector and OpenAI classifier. Although Turnitin 
was able to classify the Latin-Cyrillic swap as an attempt 
to avoid detection, the l-I swap was found to drop the mean 
detection score to 0.21. Overall, the l-I swap was the only 
character mutation technique showing the lowest mean 
scores for all three of the detectors. The detailed results can 
be found in Fishchuk and Braun (2023).

4.2  Text characteristics

4.2.1  Genre

As shown in Fig. 3, the essay genre had little to no impact 
on the commercial detectors (GPTZero, Copyleaks). The 
GPT-2 Output Detector and Radar, however, showed lower 
detection scores for the “funny-argumentative” genre, with 
the most significant impact perceived in the scores of the 
GPT-2 Output Detector. While detection scores were in 
general lower for Radar, in most cases the score stayed 
clearly above 0.5, leading to a likely classification as an 
AI text in a real-world scenario. Consequently, we con-
clude that there is no significant impact of the genre on 
the detection scores across the three detectors GPTZero, 
Copyleaks, and Radar.

Fig. 2  Influence of joined 
optimisation of frequency and 
presence penalties on the detec-
tion score

Fig. 3  Influence of the genre 
on the score of the different 
detectors
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4.2.2  Tone

The first iteration of the experiment, conducted by only 
requesting the model to follow the specific tone without pro-
viding any instructions, did not produce any difference in the 
detection scores across all four detectors. The second itera-
tion, on the other hand, where the model was provided with 
instructions detailing how to follow the tone, revealed lower 
detection scores for GPT-2 and Radar for informal tone texts. 
The GPT-2 Output Detector consistently classified informal 
texts as human with scores near 0 (see Fig. 4). Radar scores 
also consistently dropped, however only to a median of 0.8. 
The results of the second iteration were further validated on 
argumentative genre topics, showing the same trend. Over-
all, the tone only had a relevant impact on the performance 
of the GPT-2 Output Detector for an informal tone.

4.3  Hyperparameter‑tweaking

A preliminary linear search of temperature, top p, frequency 
and presence penalty showed a steady drop in detection 
scores for frequency penalty past values of 1 (see Fig. 5), 
which can be attributed to a significant drop in text quality 
observed with higher parameter values. Texts generated with 
a frequency penalty closer to 2 are low-quality and require 
substantial manual editing. Nevertheless, these texts are still 

classified above 0.8 by Copyleaks and slightly above 0.5 by 
Radar. GPTZero and GPT-2 detector scores fell below 0.5, 
with a frequency penalty above 1. We did not observe any 
significant impact of temperature, top p and presence penalty 
on detectors besides the GPT-2 Output Detector.

Following the preliminary search, we conducted extended 
research into frequency and presence penalties, supplement-
ing the search with additional topics from the argumenta-
tive genre. This new experiment confirms the effect of the 
frequency penalty on detection and the absence of such for 
the presence penalty (see Fig. 6). Furthermore, the GPT-2 
detector shows similar spike patterns in the detection scores 
for the presence penalty, hinting at potential problems in the 
detector model’s training data. No difference has been found 
between argumentative and research genres.

Following the linear searches, interactions between fre-
quency and presence penalty were explored in the context of 
detection scores performing a grid search. The same pattern 
of frequency penalty decreasing detection scores is observed 
(see Fig. 7), while the effect of the presence penalty is mini-
mal (except for the GPT-2 detector).

Confirming the results of the baseline experiments, 
frequency penalty is shown to have a drastic impact on 
detection with a tradeoff for text quality. However, the 
improvement in the detection industry is evident, as the 
frequency penalty threshold decreasing detection below 

Fig. 4  Influence of the tone 
(with description) on the score 
of the different detectors
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0.5 is way higher (or non-existent) for the three new detec-
tors. Consequently, the attack strategy found efficient in 
the baseline experiments can no longer be identified as 
such due to the detection-quality trade-off threshold incre-
ment. Only texts of deficient quality are classified below 
0.5 at this stage, leading to the parameter tweaking attack 
being no longer viable. Additionally, the presence and fre-
quency penalty showed a lower impact on the GPT-2 Out-
put Detector detection scores than we found in the baseline 
experiments, which could be caused by differences in the 
generated texts or changes made in the snapshot of the 
GPT-3.5 model that was used.

4.4  Detection avoidance prompts

Different prompts aimed at avoiding detection were ineffec-
tive for all three new detectors. The GPT-2 Output Detec-
tor struggled with all forms of the second-query approach 
(see Fig. 8). Radar showed a slight but consistent drop in 
detection scores and higher variability for the second-query 
approach. Still, most Radar scores stayed above 0.6–0.7 for 
all the prompts. This experiment confirms the conclusion 
of previous work that the GPT-2 Output Detector struggles 
with second-query approach. Based on the experiment, we 
can conclude that the new detectors resist general prompt 
engineering attacks.

Fig. 5  Influence of different 
parameters on the detection 
score in the preliminary hyper-
parameter study

Fig. 6  Influence of different 
parameters on the detection 
score in the extended hyperpa-
rameter study
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4.5  Outlier prompts

This experiment simulates different characteristics found in 
outlier texts using prompt engineering. Overall, requesting 
a generation model to use in-text citations, reference lists, 
numerical data, tone blends, non-standard grammar struc-
tures, and first-person tone did not impact detection scores. 
GPTZero showed a slight decrease in detection scores when 
the reference list is included, which can be attributed to the 
reference list, as removing it spikes the detection back to the 
baseline. Overall, we did not observe any effect of simulat-
ing features of outliers on the detection scores.

4.6  Character mutations

In this experiment, we test the influence of various character-
level mutations on detection accuracy. Copyleaks was found 
to be vulnerable to multiple character-level mutations (see 
Table 3). However, this only applies to their AI-detection 
API, and the attacks might be mitigated when using a full 
plagiarism-checking model, which features an explicit cheat-
detection function. GPTZero resisted all of the attacks. How-
ever, the detection scores dropped to around 0.8 and showed 
higher variability for the English-Cyrillic full version, L-I, 
19-char, and combined mutation methods. Radar resisted 

punctuation mutations but fell prone to the rest, with scores 
below 0.4 for each mutation. The GPT-2 Output Detector 
displayed high resistance to invisible characters and com-
bined attacks while failing for the rest, with detection scores 
close to 0 for all remaining mutations.

Overall, we found the character-level mutation attacks 
to have varying results, with each detector having its weak-
nesses for a specific type of mutation. Notably, GPTZero is 
the only detector for which the scores never dropped below 
0.5, successfully resisting all the character mutation attacks.

4.7  Translations

We found all detectors to be robust against intermediary-
language translation attacks. Although GPTZero, Copyleaks 
and Radar showed slightly greater variability in detection 
scores, the influence was very limited. GPT-2 Output Detec-
tor scores dropped more significantly, showing high vari-
ability and medians below 0.5 for the Japanese and Russian 
translations.

4.8  Paraphrasing attack

Copyleaks and Radar proved to be resistant against para-
phrasing attacks, with detection scores exhibiting higher 

Fig. 7  Influence of joined 
optimisation of frequency and 
presence penalties on the detec-
tion score



871International Journal of Speech Technology (2024) 27:861–874 

variability but still staying above 0.5–0.7 (see Fig. 9). The 
GPTZero median and upper-bound scores dropped slightly 
below 0.5 for Quillbot paraphrasing, and the scores of the 
GPT-2 Output Detector plummeted to 0.

5  Conclusion

This study explored the effectiveness of adversarial attacks 
on different neural text detectors, based on texts gener-
ated by GPT-3.5. While neural text detectors in the past 
have proven to be very vulnerable to such attacks, the 
results presented in this article paint a more nuanced pic-
ture. While, as of April 2024, no detector was completely 
invulnerable to adversarial attacks, the latest generation of 
commercial detectors, like Copyleaks and GPTZero, is in 
general very robust and only vulnerable to very specific 

Fig. 8  Influence of prompt 
engineering on the score of the 
different detectors

Table 3  Influence of character mutation attacks on the different 
detectors

Mutation CopyLeaks GPT2Detector GPTZero Radar

Armenian 0.0 0.34 0.97 0.37
Combined 0.0 0.95 0.79 0.36
Cyrillic-Simple 0.0 0.01 0.97 0.25
Cyrillic-Full 0.0 0.06 0.79 0.28
Baseline 1.0 0.91 0.97 0.94
Greek 0.0 0.12 0.97 0.14
Invisible 0.0 1.0 0.97 0.39
L-I 0.95 0.0 0.79 0.42
19-char 0.0 0.07 0.79 0.22
Punctuation 0.98 0.0 0.97 0.8
Various 0.62 0.0 0.97 0.18
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attack strategies. Given that the capabilities of neural text 
detectors seem to improve rapidly, they might soon also 
be robust against these attacks. Table 4 shows an overview 
of the tested attack strategies and detectors and shows the 
success of the different approaches for the given detectors.

5.1  Ethical considerations

Neural text detectors in the past have shown to be biased 
towards non-native English writers, falsely flagging their 
work as AI generated (Liang et al., 2023d). Such false 
positives, which we did not investigate in our study, can 
potentially have severe consequences, e.g. in the context 
of education. We, therefore, advise to use the assessment 
of neural text detectors with caution.

5.2  Limitations

5.2.1  Scope

In this study, we explored the effect of adversarial attacks 
on the AI detection scores of four popular detectors. Conse-
quently, this study only showcases the detectors’ robustness 
against adversarial attacks. Due to the exclusion of human-
written texts, it cannot be used to evaluate the detectors’ 
general performance. As summarised in Sect. 2.1, a lot of 
previous work has been conducted on evaluating the accu-
racy of such detectors.

5.2.2  Reproducibility

This study examines actively developed generation and 
detection models GPT-3.5, Copyleaks, and GPTZero from 

Fig. 9  Influence of paraphras-
ing on the score of the different 
detectors

Table 4  High-level overview of 
the successfulness of the tested 
attack strategies on the different 
detectors (including results from 
Fishchuk and Braun (2023))

Detector Prompt engi-
neering

Hyperparame-
ter-tweaking

Character 
mutation

Paraphrasing Translation

Copyleaks ✗ ✗ ✓ ✗ ✗
GPTZero ✗ ✗ ✗ ✓ ✗
Radar ✗ ✗ ✓ ✗ ✗
GPT-2 Output Detector ✓ ✓ ✓ ✓ ✓
Turnitin ✗ ✓ ✓ n.a n.a
OpenaAI Text Classifier ✗ ✓ ✓ n.a n.a
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January 2024 to April 2024. The behaviour of the models is 
subject to change with new updates, and the results of this 
study might become partially irreproducible. Therefore, we 
included the open source detectors GPT-2 and Radar as a 
baseline.

5.2.3  Texts

We focus on essay genre and text length within specific 
boundaries, which might not generalise to other text genres 
and lengths.

5.2.4  Copyleaks

We used the Copyleaks AI detection API as detector. How-
ever, Copyleaks also offers a wider plagiarism detection ser-
vice, which includes AI detection. Theoretically, the wider 
service might catch character-level mutation attacks and flag 
them before initiating the AI detection model. However, this 
has not been tested and is beyond the scope of this study.

5.3  Future work

During this study, we considered using a one-way trans-
lation-based attack, where GPT-3.5 is asked to generate 
a text in a language different from English, and the result 
is translated back to English. However, due to our lack of 
expertise in the said languages and limited time, we left it 
out of the scope of the study. Additionally, the texts gen-
erated in languages other than English conflicted with the 
experiment setup in the context of word limit. However, a 
preliminary inspection of intermediary languages yielded 
promising results, laying the foundation for future research. 
Furthermore, this study can be further extended to additional 
generational models.
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