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Abstract
Legal documents, like contracts or laws, are subject to interpretation. Different peo-
ple can have different interpretations of the very same document. Large parts of 
judicial branches all over the world are concerned with settling disagreements that 
arise, in part, from these different interpretations. In this context, it only seems natu-
ral that during the annotation of legal machine learning data sets, disagreement, how 
to report it, and how to handle it should play an important role. This article presents 
an analysis of the current state-of-the-art in the annotation of legal machine learning 
data sets. The results of the analysis show that all of the analysed data sets remove 
all traces of disagreement, instead of trying to utilise the information that might be 
contained in conflicting annotations. Additionally, the publications introducing the 
data sets often do provide little information about the process that derives the “gold 
standard” from the initial annotations, often making it difficult to judge the relia-
bility of the annotation process. Based on the state-of-the-art, the article provides 
easily implementable suggestions on how to improve the handling and reporting of 
disagreement in the annotation of legal machine learning data sets.

Keywords  Data annotation · Legal corpora · Annotator agreement

1  Introduction

Disagreement is the default state in legal proceedings. While it is often their goal to 
settle a disagreement, e.g. by a court decision, the state of disagreement can prevail 
for a long time and in some cases, a disagreement might never be settled. Parties in 
a lawsuit can disagree, legal scholars can disagree, courts can disagree with each 
other, and even judges in the same court can disagree. Sometimes, the state of disa-
greement is so valuable to one of the involved parties, that they are willing to pay 

 *	 Daniel Braun 
	 d.braun@utwente.nl

1	 Department of High‑Tech Business and Entrepreneurship, University of Twente, Hallenweg 17, 
7522 NH Enschede, The Netherlands

http://orcid.org/0000-0001-8120-3368
http://crossmark.crossref.org/dialog/?doi=10.1007/s10506-023-09369-4&domain=pdf


840	 D. Braun 

1 3

large sums in out-of-court settlements, to prevent the official resolution of the under-
lying disagreement.

The process and methods surrounding artificial intelligence (AI) and machine 
learning (ML), on the other hand, are optimised towards finding a single “truth”, 
a gold standard. From the annotation of data sets, where “outliers” are often elimi-
nated by majority vote and a high inter-annotator agreement is seen as a sign of 
quality, to the presentation of the predictions models make, where often, only the 
most probable output will be shown, disagreement is systematically eradicated in 
favour of a single “truth”.

When legal machine learning data sets are annotated, these opposing worlds have 
to be combined. Annotations have to be correct from a legal perspective and usable 
from a technical perspective. This article presents an analysis of how disagreement 
between annotators is handled in the annotation of legal data sets. A review of 29 
manually annotated machine learning data sets and the corresponding publications 
describing their annotation shows that most data sets are annotated by multiple 
annotators and that the majority of the accompanying papers describe how disagree-
ment is handled, however, often only in little detail. None of the data sets we inves-
tigated provides the raw data including disagreeing annotations in the published 
corpus.

In their paper “Analyzing Disagreements”, Beigman Klebanov et al. (2008) dif-
ferentiate two types of disagreement in annotations: mistakes due to a lack of atten-
tion and “genuine subjectivity”. Disagreement that originates from a lack of atten-
tion does arguably not provide any valuable information and should therefore be 
removed from corpora. Identifying whether a disagreement originates from a lack of 
attention or not is relatively easy when involving the original annotator.

Genuine subjectivity in a corpus, on the other hand, can be valuable. It can help 
to provide a more balanced picture of the subject matter. In the annotation of legal 
data sets, e.g., the annotation of contract clauses, subjectivity can, for example, arise 
from different interpretations of vague legal terms (Li 2017). If there is no legal 
precedent for what a “sufficient timespan” is in a given context, annotators can have 
different, subjective, interpretations. And even if there is legal precedent, it is up for 
the interpretation, and therefore subjectivity, of the annotators to assess, whether the 
contexts are similar enough for the precedent to be applicable.

Beigman  Klebanov et  al. (2008) analyse disagreement in a corpus for meta-
phor detection. While in this case, all disagreement can be explained with either 
a lack of attention or subjectivity, we believe that, in the legal domain, there can 
also be disagreement that is neither based on a mistake, nor on subjectivity. A more 
objective disagreement. Such disagreement can, for example, originate from miss-
ing information. When corpora are annotated, the data is often taken out of con-
text, to a certain degree. When annotating whether a given contract clause is void, 
two annotators might draw different conclusions and both of them can be correct, 
depending on whether both parties of the contract are businesses or one party is a 
consumer. Another source for a more “objective disagreement” can be that differ-
ent courts have made conflicting decisions which are both valid at the same time 
and annotators base their disagreeing annotations on different of these conflicting 
decisions. A recent example of such a situation can be found in Germany. In January 
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2022, the time for which a person is legally considered as “genesen” (recovered) 
from COVID-19, and therefore considered less likely to be infectious and exempted 
from some of the restrictions in place at the time, was shortened to 90 days. Subse-
quently, several urgent motions have been filed with administrative courts all over 
the country. While most of the courts, including the Verwaltungsgericht Berlin1 and 
Verwaltungsgericht Hamburg,2 ruled the law that enabled the change to be most 
likely unconstitutional, the Verwaltungsgericht Koblenz3 decided otherwise. Like 
subjectivity, such more “objective” disagreement among annotators can also be very 
valuable and should therefore be represented in corpora.

After an analysis of the current practices surrounding disagreement during the 
annotation of legal data sets, Sect. 6 provides suggestions on how the handle differ-
ent types of disagreement between annotators in the annotation process.

Legal data sets and tasks are very diverse and so are the possible reasons for 
disagreeing annotations. How exactly disagreement can be leveraged depends on 
these and other factors, like the expertise and diversity of annotators. However, the 
pure existence and extent of disagreement are already valuable information, as also 
pointed out by Prabhakaran et al. (2021). On an aggregated level, the extent of disa-
greement is already used as a measure for the quality of annotations, through met-
rics like inter-annotator agreement (see Sect. 5.3). Having information about disa-
greement available within a data set on an item level, instead of just an aggregated 
metric, can also be leveraged to provide alternative opinions, e.g. by presenting 
more than just one probable prediction or training multiple models based on indi-
vidual annotators, and assessing the confidence with which a prediction can be made 
by a model trained on the data set. If it is ensured that the disagreement in the data 
set is based on genuine disagreement, rather than mistakes or a lack of attention, the 
disagreement can also provide valuable insights into whether a certain assessment 
might be especially difficult to make. Therefore, we believe that having genuinely 
disagreeing annotations represented in a data set is always valuable, at least for rea-
sons of quality control and transparency.

On a task and data set specific level, in order to leverage the full potential of hav-
ing access to disagreeing annotations, we believe that it is also necessary to provide 
information about the annotation process and the expertise of the annotators. There-
fore, our suggestions in Sect. 6 do not just include advice on how to handle disagree-
ment in the annotation process, but also how to report on the annotation process in 
more detail. If in addition to the disagreeing annotation, there is also information 
available about the annotators, like their expertise or the jurisdiction in which they 
practice, we can use this information to give different priorities to individual annota-
tions based on the input that is used to make a prediction.

1  VG Berlin, Decision 16.2.2022, 14L 24/22.
2  VG Hamburg, Decision 14.2.2022, 14 E 414/22.
3  VG Koblenz, Decision 23.2.2022, 3L 150/22 and 3L 169/22.
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2 � Related work

In their paper “Toward a Perspectivist Turn in Ground Truthing for Predictive Com-
puting”, Basile et al. (2021) provide suggestions on how “to embrace a perspectivist 
stance in ground truthing”, including involving a sufficient number of annotators, 
involve a heterogeneous group of annotators, and be mindful of the shortcomings of 
a majority vote decision. Basile et al. (2021) also specifically point out that includ-
ing different perspectives can not just be valuable for tasks that are traditionally seen 
as subjective, but also for tasks that are traditionally seen as more objective, like 
medical decision-making. We believe that also applies to legal decision-making.

While considering how to handle different perspectives during annotation tasks 
that are widely considered “objective” is not yet widespread, for subjective annota-
tion tasks, different approaches have been suggested by Rottger et al. (2022), Davani 
et al. (2022), Ovesdotter Alm (2011), and others. One domain in which particular 
emphasis has been put on the perspectives of and disagreement between annotators 
in recent years is the annotation of hate speech (Sachdeva et al. 2022; Kralj Novak 
et al. 2022; Akhtar et al. 2020). Arguably, the annotation of hate speech is a more 
subjective task. Most of the works in this area consider situations where there is a 
large number of annotators that is not necessarily highly qualified. In such situations, 
removing “noise”, i.e. objectively wrong annotations, possibly caused by a lack of 
attention, has a high priority. Our analysis in Sect. 5.2 shows that legal data sets are 
often annotated by a small but highly skilled number of annotators. Although skilled 
annotators are not immune to mistakes caused by a lack of attention, it is reasonable 
to assume that disagreement between skilled annotators is more often actual disa-
greement than noise, in comparison with crowd-sourced annotations.

Literature that focuses on more objective tasks, e.g. in the medical domain, 
agrees that majority voting is not a favourable approach for handling disagree-
ment during the annotation (Campagner et al. 2021; Sudre et al. 2019). However, 
only Sudre et al. (2019) suggest using labels from individual annotators, preserv-
ing the disagreement, while Campagner et al. (2021) suggest new ways of consol-
idating disagreeing labels to a single ground truth. Moreover, Sudre et al. (2019) 
do suggest just using raw individual annotations, without accounting for pseudo-
disagreement, caused by a lack of attention or simple mistake during the annota-
tion. We believe that it is important to remove this kind of noise to come to create 
a data set in which the presented disagreement provides valuable information.

On a more general level, in addition to Basile et  al. (2021), Prabhakaran et  al. 
(2021) and Jamison and Gurevych (2015) have investigated the question whether 
including disagreeing annotations in corpora is valuable or only adds noise. While 
Prabhakaran et al. (2021) conclude that “dataset developers should consider includ-
ing annotator-level labels”, without giving concrete advice on how to include disa-
greement in the annotation process, Jamison and Gurevych (2015) argue that “the 
best crowdsource label training strategy is to remove low item agreement instances 
from the training set”. The latter is probably influenced by the fact that the authors 
specifically consider crowdsourcing, where, as mentioned before, disagreement can 
be more likely to be caused by a lack of attention than actual disagreement.
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This article investigates how disagreement is handled in the annotation of legal 
data sets. Data sets that contain disagreeing labels can often not directly be used to 
train predictive models, because the standard training approaches for such models 
rely on a single ground truth. While not the focus of this work, technical approaches 
on how to utilise disagreeing labels in the training of predictive models already 
exist in the realm of hate speech detection, e.g. by using the individual annotations 
to train ensemble models which outperform a single model trained on the consen-
sus annotation (Akhtar et al. 2020) or using the information about the uncertainty 
that can be derived from the disagreement in the annotations (Klemen and Robnik-
Šikonja 2022; Ramponi and Leonardelli 2022).

3 � Scope

As digitisation progresses within court systems and the legal domain at large, the 
number of available legal data sets is constantly increasing. However, a large share 
of these data sets is not annotated and therefore not relevant in the context of this 
work. Examples of such data sets include legislation from different countries, like 
the data provided by Open Legal Data (Ostendorff et al. 2020). Such unlabelled data 
can, for example, be used to train large language models in an unsupervised fashion 
(see e.g. Chan et al. (2020)). Parallel corpora containing the same (unlabelled) docu-
ments in multiple languages can also be used to train models for machine translation 
(Steinberger et al. 2006).

Another large share of existing legal data sets contains labels, however, these 
labels are not the result of a deliberate and manual annotation process, but an inher-
ent part of the underlying data. Court decisions, for example, always contain the 
decision of the court. This information might not be available in a structured format 
and extracting that information can be a difficult task, yet, when building such a 
data set, annotators do not have to make a legal assessment. Therefore, such data 
sets are also not the focus of this work and we will consider them, for the purpose of 
this paper, as not (manually) annotated. Although out of the scope of this work, it is 
interesting to note that court decisions made by multiple judges, e.g. at the Supreme 
Court of the United States (SCOTUS) and the Federal Constitutional Court in Ger-
many (Bundesverfassungsgericht, BVerfG), face a similar problem of how to han-
dle disagreement, in this case between judges. Just like the data sets described in 
Sect.  4, they chose different approaches. At the SCOTUS, decisions are usually 
made individually by each judge and the outcome is then based on a majority vote, 
resulting in frequent dissenting opinions. The BVerfG, on the other hand, is focused 
on trying to achieve consensus through common deliberations of all judges before 
a vote is caste (Lübbe-Wolff 2022). In case of a unanimous decision, courts like 
the providers of data sets have to decide how to handle the dissenting opinion, e.g. 
whether individual votes are disclosed.

In this article, we investigate how disagreement is handled in the annotation of 
legal data sets within the scientific literature. Therefore, we will only consider data 
sets which have been created in a formal, deliberate annotation process, excluding 
data sets that have not been annotated or consist of only inherent labels, that can 
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be directly extracted from the data itself. We also only consider annotations that 
include some kind of legal knowledge, excluding data sets that are, for example, 
labelled with only linguistic information, like part of speech, named entity recogni-
tion, and speech-to-text, because we want to focus on investigating the handling of 
disagreement in legal matters.

4 � Data sets

Although the number of openly available legal data sets is constantly growing, very 
few of them are listed in traditional databases for language resources. The cata-
logue of the European Language Resources Association (ELRA),4 for example, lists 
only 30 resources within the domain “law” (as of September 2022). All of these 30 
resources are either unlabelled legislative texts or parallel corpora of legal texts in 
multiple languages, neither of which fits the scope of this article.

Therefore, we decided to use less traditional sources, so-called “awesome lists” 
on GitHub. An “awesome list” is a GitHub repository that consists of a curated 
list of resources for a specific purpose (Wu et  al. 2017). Prominent exmaples for 
such lists include awesome NLP,5 awesome Java,6 and awesome machine learning.7 
These curated lists are also frequently used in scientific literature, for the three afore-
mentioned see e.g. Sas and Capiluppi (2022), Gonzalez et  al. (2020), and Zahidi 
et al. (2019).

We identified four such curated lists that are dedicated (at least partially) to legal 
data sets8:

•	 awesome-legal-data: The repository is curated by Schwarzer (2022) of the Ger-
man NGO Open Justice e.V. and contains 24 data sets from 13 countries and the 
European Union.

•	 Legal Text Analytics: This list contains 56 data sets from 10 countries and the 
European Union and is maintained by Waltl (2022) of the German NGO Liquid 
Legal Institute e.V.

•	 Must-read Papers on Legal Intelligence: While this list is focused on the cura-
tion of papers, it also contains a curated list of 16 data sets in 8 languages, main-
tained by Xiao et al. (2021).

•	 Datasets for Machine Learning in Law: This repository contains 24 data-sets 
and is curated by Guha (2021).

Together, these lists contain 120 data sets, however, there are overlaps between the 
lists and, more importantly, only a small fraction of these 120 data sets fall within 

4  http://​catal​ogue.​elra.​info.
5  https://​github.​com/​keon/​aweso​me-​nlp.
6  https://​github.​com/​akull​pp/​aweso​me-​java.
7  https://​github.​com/​josep​hmisi​ti/​aweso​me-​machi​ne-​learn​ing.
8  All last accessed 01/12/2022.

http://catalogue.elra.info
https://github.com/keon/awesome-nlp
https://github.com/akullpp/awesome-java
https://github.com/josephmisiti/awesome-machine-learning
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the scope described in Sect. 3. Table 1 shows an overview of the number of (legal) 
data sets in each repository and whether they contain annotations, and if so, which 
kind of annotations. The overview shows that out of the 120 entries, only 23 data 
sets fall within the scope of our analysis, i.e. are legal data sets that have been anno-
tated with legal information. It is important to remember that for this article, we take 
a process perspective on annotation and only consider data sets as annotated that 
went through a manual, scientific annotation process in which a legal assessment 
was made by the annotators. Therefore, data sets without annotation in this case can 
also include data sets that contain labels and can be used for supervised machine 
learning, if these labels have not been generated in a manual annotation process. 
This includes data sets for legal outcome prediction that have the verdict as label or 
summarisation data sets that take a certain part of a document as a given summary.

Additionally, the repositories are not mutually exclusive, i.e. a corpus can be 
listed in multiple repositories. Therefore, the total number of distinct data sets in 
the four repositories, that fit the scope of our analysis, is 21. In order to widen our 
analysis, we also included data sets that were not directly listed in one of the four 
repositories but were cited by one of the papers listed in them. The LexGLUE data 
set by Chalkidis et al. (2022), for example, is listed in multiple repositories and does 
not introduce any newly annotated data sets that are within the scope of our work, 
but bundles six data sets that are partially relevant to this analysis and are them-
selves not listed in any of the repositories. In this way, eight additional data sets 
were added, contributing to a total of 29 data sets analysed. Table 2 lists the data 
sets, their corresponding publications, the language of the documents in the data 
sets, as well as the source from which the data set was gathered (ALD = awesome-
legal-data, LTA = Legal Text Analytics, PLI = Must-read Papers on Legal Intelli-
gence, MLL = Datasets for Machine Learning in Law, CIT = Citations).

The majority of data sets consist of English texts only (20 out of 29), followed by 
German and Standard Chinese (three each). Only two out of the 29 data sets contain 
multilingual data and only one contains french texts. While many unlabelled corpora 
in the legal domain are multilingual, because they are based on multilingual data 
provided by the European Union, annotated data sets rarely are. Most likely due to 
the high costs of legal annotations in general. Of the two multilingual corpora only 
one was really annotated in multiple languages. The corpus from Drawzeski et al. 

Table 1   Number of different types of data sets in the repositories

Repository Non-legal Legal corpora with Total

No annot. Non-legal 
annot.

Legal annot.

Awesome-legal-data 0 22 1 1 24
Legal Text Analytics 3 40 3 10 56
Must-read Papers on Legal Int. 0 7 3 6 16
Datasets for ML in Law 0 14 4 6 24
Total 3 83 11 23 120
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(2021) consists of parallel documents in four languages and was only annotated in 
English and the annotations were then automatically transferred to other language 
versions of the documents.

5 � Annotation process analysis

For each of the 29 data sets shown in Table 2, we analysed the annotation processes 
that lead to the labelled data set. We specifically focused on aspects related to the 
handling of disagreement within the process. In order to provide a meaningful com-
parison, we identified seven particularly relevant aspects that can be distinguished: 

1.	 Amount and type of documents Legal data sets can contain a wide variety of 
document types, like court decisions, contracts or pairs of questions and answers. 
The type and amount of documents that are to be annotated have an impact on the 
annotation process and especially the type influences the amount of disagreement 
that is to be expected.

2.	 Type of annotations The type of annotations that can be made are even more 
diverse than the type of documents. Annotations can be made on different levels 
(from the document level to individual words) and with regard to different aspects, 
like the semantic role of a sentence or a legal assessment. Some types of annota-
tions are more prone to disagreement than others.

3.	 Pool of annotators, reviewers, and arbiters (amount and expertise) The pool 
of annotators describes the people involved in the annotation process. We spe-
cifically look at the amount as well as their expertise. In the following, we will 
differentiate between three roles with relevance with regard to the handling of 
disagreement: We will speak of annotators, only if a person independently labels 
data, i.e. without having access to previous annotations by somebody else. We 
will speak of reviewers if a person makes annotations based on existing labels by 
one or multiple previous annotators. Finally, we will speak of arbiters for people 
that will be involved in the annotations process to resolve a disagreement between 
annotators. Arbiters therefore only annotate records that have disagreeing previ-
ous annotations. With regard to expertise and for the benefit of brevity, we will 
summarise legal scholars, lawyers, and other groups with special legal expertise 
under the category “experts”.

4.	 Annotators per record A large pool of annotators does not automatically imply 
that each record is also annotated by multiple persons. Therefore, we separately 
describe for each data set how many people independently annotated each record. 
For our analysis, we are particularly interested in data sets with more than one 
annotator per record.

5.	 Reviewers per record Similarly, we also provide the number of reviewers per 
record. Even if a record is only annotated by one person, disagreement can still 
arise if it is subsequently reviewed and the reviewer disagrees with the assessment 
of the annotator.
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6.	 Agreement metric Inter-annotator agreement is widely seen as an indication of 
the difficulty of an annotation task, as well as the quality of annotations (Artstein 
2017). Different metrics exist to compute the agreement between annotators. 
Such metrics can only be calculated if more than one annotator per record exists. 
Otherwise, this property is marked as not applicable (n.a.).

7.	 Strategy for disagreement The main focus of the analysis was put on how disa-
greement between annotators was handled during the annotation process. For 
corpora in which each record was only annotated by one person and no reviewers 
were involved, this property is not applicable (n.a.). In the analysis, we identified 
four repeating strategies that are applied to handle disagreement. These strategies 
are described in Sect. 5.3.

In the assessment, only the final round of annotations, which produces the labels 
for the corpus, was considered. Some of the data sets, e.g. by Roegiest et al. (2018), 
Hendrycks et  al. (2021), and Chalkidis et  al. (2017), were built using an iterative 
process, in which a first set of test documents was annotated jointly or discussed 
between annotators to refine the annotation guidelines. These pre-annotations are 
not reflected in our analysis. Some corpora also consist of an automatically labelled 
part and a manually labelled part, e.g. from Tuggener et al. (2020) and Zhong et al. 
(2020). The analysis only considers the manually labelled part. Finally, some cor-
pora, e.g. from Šavelka and Ashley (2018) and Grover et  al. (2004), had a small 
fraction of the overall corpus (usually around 10%) annotated by two annotators, in 
order to calculate inter-annotator agreement, while the rest of the corpus was only 
annotated by one person. In the analysis, we consider these cases as annotated by 
one annotator, since the majority of the corpus was created in this way. However, we 
will still provide the agreement metric that was used in the overview.

The results of the analysis are shown in Table 3. Missing information is indicated 
with a “–”, categories that are not applicable for the specific annotation process, e.g. 
the strategy to resolve a disagreement in cases where each item is annotated by just 
one annotator, are indicated with “n.a.” (not applicable). The overview shows the 
diversity of the analysed data sets: from data sets with just ten documents to data 
sets with tens of thousands of documents, a wide range is covered. At the same time, 
there are a lot of similarities between the different corpora. Out of the 29 data sets, 
ten consist of judgements, five of Terms and Conditions or Terms of Services, three 
of privacy policies, three of pairs of question and answers, two of contracts, and just 
one of the legislative texts. In the following sections, we describe patterns we identi-
fied that apply to a large number of the analysed data sets.

5.1 � Lack of information

To our surprise, 13 out of the 29 publications did not provide all the information we 
analysed. Even arguably one of the most basic information, if a record was annotated 
by a single annotator or multiple annotators, was not provided by five out of 29 pub-
lications ( ∼ 17% ). Although, a number of different schemata have emerged for the 
description of data sets, e.g. from Gebru et al. (2021) and Holland et al. (2020), only 
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one of the analysed data sets followed such a schema to provide a structured repre-
sentation of the data set introduced. For the 17 data sets that explicitly disclosed that 
each record was annotated by more than one person, only 12 provide a measure-
ment for the agreement between annotators, although inter-annotator agreement is 
an important metric for the validity of the annotation process (Artstein and Poesio 
2008). For the five data sets that did not specify how many annotators labelled each 
item, none provides an agreement measurement, possibly hinting at not having used 
multiple annotators per record.

Without some of the basic information, it is very difficult to judge the quality of 
a given data set by anyone who might want to use it in their research. We, therefore, 
believe that such information should be included in each publication introducing a 
new data set.

5.2 � Pool of annotators, reviewers, and arbiters

Except for two data sets that used existing annotations from a crowd-sourcing web-
site (Manor and Li 2019; Keymanesh et al. 2020), all data sets were solely annotated 
by domain experts, either students of law or people with a law degree. Based on the 
scope of our analysis, which specifically only includes data sets with annotations 
that require legal knowledge, this was to be expected. Nine out of 29 data sets use 
students to some extent in their annotation process. However, only four of them rely 
solely on student annotators, without higher-qualified expert reviewers or arbiters. 
Given the high expertise of the people involved in the annotation, it is not surprising 
that most data sets were labelled by a small pool of annotators. 17 out of 29 data sets 
have a pool of three people or less. Given the small number of available people over-
all, it is also not surprising that in most data sets, items are not annotated by more 
than 3 people. In at least five data sets, each item was only annotated by one person.

5.3 � Strategies for disagreement

The focus of the analysis is on the disagreement between annotators and how it is 
handled in the annotation process. That includes

•	 how disagreement between annotators is reported in the publications (i.e. which 
metrics are used to calculate inter-annotator agreement),

•	 the way a gold standard is derived from multiple, possibly conflicting, annota-
tions, and

•	 the way possible disagreement is represented in the final data sets.

For the representation in the final data set, it has to be concluded that none of the 
data sets investigated represents disagreement during the annotation process in 
any form in their final data sets. All corpora only contain the final “gold standard” 
annotations.

With regard to the publications and the report of inter-annotator agreement, we 
found seven different metrics used in the 29 data sets we investigated, including 
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standardised metrics like Cohen’s kappa (Cohen 1968), Fleiss’ kappa (Fleiss 1971), 
and Krippendorff’s alpha (Krippendorff 2018), but also some tailor-made or mod-
ified metrics. This diversity of metrics limits the comparability and, especially in 
the case of the tailored metrics, the interpretability of the reported inter-annotator 
agreement.

For the three standard metrics, Table  4 shows the average scores reported in 
the analysed data sets. For Cohen’s and Fleiss’ kappa, the values of 0.76 and 0.68 
respectively can be interpreted, according to Landis and Koch (1977), as a “substan-
tial” agreement, although on the lower end of the range between 0.61 and 0.80. For 
Krippendorf’s alpha, (Krippendorff 2018, p. 241) himself says that “it is customary 
to require � ≥ .800 . Where tentative conclusions are still acceptable, � ≥ .667 is the 
lowest conceivable limit”. Of the three analysed data sets that report Krippendorff’s 
alpha, the highest reported value is 0.78. These low inter-annotator agreement val-
ues for tasks that are, by legal standards, not among the most controversial, like 
argument structure annotation or annotation of data practices emphasise the need to 
reflect on the practices around the handling of disagreement during the annotation of 
legal data sets.

With regard to the practices that are applied to derive a gold standard from disa-
greeing annotations, the strategies found can be classified into four categories, which 
are explained in detail in the following sections. Such strategies are only applicable 
in cases where more than one person is involved in the annotation of each item, 
otherwise, the annotation made by the (sole) annotator is automatically used as gold 
standard.

5.3.1 � (Majority) vote

One of the simplest approaches to dissolve disagreement between annotators to get 
to a gold standard is a majority vote: Each independently made annotation repre-
sents one vote and the annotation which gets the largest number of votes is used as 
gold standard. This strategy is often applied for crowd-sourced annotation, i.e. if 
there is a large number of independent annotators. For small numbers of annotators, 
it is hard to see how 2 vs 1, or 3 vs 2 annotations could be a decisive difference that 
can be trusted. Given that all the analysed data sets use a small number of annota-
tors, it is not surprising, that none of the data sets uses a pure majority vote strategy. 
However, the data set from Wyner et al. (2013) did use a majority vote strategy for a 
subset of their label categories, which they deemed to be “simple annotations” based 
on domain knowledge. A (pure) majority vote can only be used in cases where each 

Table 4   Avg. agreement score 
within the analysed data sets for 
the three most frequently used 
metrics

Agreement metric Avg. score

Cohen’s kappa 0.76
Fleiss’ kappa 0.675
Krippendorff’s alpha 0.677
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item is annotated by an uneven number of annotators, because, otherwise, we could 
end up with a tie.

Wilson et  al. (2016) use a voting approach which uses a threshold (below the 
majority) and therefore also allows labels in the gold standard that were assigned by 
only a minority of the annotators. They justify this practice with the assumption that 
“data labeled by only one or two skilled annotators also have substantial value and 
merit retention” (Wilson et al. 2016). However, they specifically exclude disagree-
ment from this practice and only add minority labels if they are supplementary to 
the majority decision, e.g. by adding a label that further specifies an already existing 
majority label or is of the same category.

5.3.2 � Forced agreement

Another strategy we identified to solve disagreement is what we call “forced agree-
ment”: If annotators disagree, they review the conflicting annotations together and 
have to deliver a shared final annotation. Such an approach is not feasible for a larger 
number of annotators and in general, seems only applicable to areas where a strong 
notion of one (exclusively) correct answer exists. In cases with more room for inter-
pretation, it could be that the annotators cannot agree, leaving us without a gold 
standard.

5.3.3 � (Expert) reviewer

Six out of the 29 data sets used a strategy in which a reviewer assigns the final gold 
standard label based on annotations made by one or multiple annotators. In four out 
of six cases, the reviewer has higher formal expertise than the original annotators, 
making them an expert reviewer. In cases where items are annotated by just one 
annotator and reviewed by one reviewer, arguably the value compared to just having 
the reviewer making the annotations in the first place is relatively low because the 
gold standard is still completely dependent on the assessment of just one person, the 
reviewer. In cases where the annotation process is laborious, e.g. if subsections of a 
text have to be found and marked, this method can bring cost benefits when using a 
higher-qualified reviewer.

If the reviewer receives annotations from more than one annotator per item, there 
are different possible strategies for how the final gold standard is decided. In some 
cases, the reviewer has full autonomy and can (in theory) overrule any annota-
tions, even if all annotators agreed on a label. In other cases, the reviewer can only 
choose between annotations suggested by the original annotators. Often, however, 
no detailed information is provided as to how the reviewer comes to the final gold 
standard and whether or not they are able to overrule the work of the annotators.

5.3.4 � (Expert) arbiter

The arbiter strategy is very similar to the reviewer strategy, however, arbiters are 
only consulted in case of disagreement. Therefore, this strategy can only be applied 
if each item is annotated by more than one person and disagreement can arise. If 
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there is consensus about a label between all annotators, it is automatically added 
to the gold standard. If there is disagreement, the arbiter gets to decide on the final 
label. As for the reviewer strategy, it can again be differentiated between strategies 
where the reviewer has to choose between the labels suggested by annotators and 
strategies where they can choose the final label freely. Seven out of 29 data sets used 
this strategy. In five of those cases, the arbiter had higher formal expertise, making 
them an expert arbiter.

6 � Suggestions

Based on the analysis of existing legal data sets and their annotation processes 
described in the previous section and the assumption that the representation of disa-
greement between annotators in legal data sets can be beneficial, as we have argued 
in the introduction, we derived suggestions on how to handle disagreement in the 
annotation of legal data sets. The suggestions concern the annotation process itself, 
the description of the process, and the reporting of the outcome of this process in the 
data itself and the accompanying publication.

All suggestions can be implemented independently of each other. Even if a 
data set is annotated through a simple majority vote process, e.g. for cost and effi-
ciency reasons, reporting in more detail on the annotation process, as suggested in 
Sect. 6.2, can increase the possibilities for re-use of the data set and creates more 
transparency. Additionally, if items in a data set are annotated by more than one 
person, the information about disagreement is already available and just has to be 
published alongside the derived gold standard, for which no significant additional 
effort is necessary. The main goal of the suggested annotation process described in 
Sect. 6.1 is to ensure that all disagreement that is present in the data set is based on 
genuine disagreement, rather than a lack of attention.

6.1 � Annotation process

Our suggestions for the annotation process are based on the fact that expert anno-
tators in the legal domain are expensive and it is therefore unrealistic to propose 
processes that involve a large number of annotators. At the same time, the sugges-
tions are based on the assumption that, for a reliable annotation, no label should be 
based on the decision of just one annotator. Therefore, we suggest having every item 
annotated by at least two independent annotators with a similar level of expertise. 
Because of the small number of annotators, we suggest using an arbiter to resolve 
disagreements between annotators, rather than a voting approach. Using two annota-
tors and one arbiter, rather than a majority vote of three annotators, guarantees that 
a final decision is reached: For non-binary classifications, three annotators could 
suggest three different labels. The arbiter, on the other hand, will have to choose 
between, at most, two options provided by the annotators, ensuring that a final label 
for the gold standard is picked.



856	 D. Braun 

1 3

Because the desired outcome of the suggested annotation process is a corpus that 
does not just contain a gold standard but also possible disagreements between anno-
tators, we suggest an additional feedback loop to make sure that all disagreeing are 
based on actual disagreement, rather than lack of attention from one of the annota-
tors. The process we suggest is sketched in Fig. 1 using the Business Process Model 
and Notation (BPMN) (Chinosi and Trombetta 2012). From BPMN, we use three 
core elements for the process model: tasks (represented by squares with rounded 
corners), events (represented by circles), and gateways (represented by diamonds). 
Circles with thin outlines represent start events, circles with thick outlines represent 
end events, and circles with double outlines represent intermediate events where the 

Fig. 1   Suggested annotation process
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process is temporarily suspended. Envelopes in circles indicate messaging between 
different parallel activities.

In the process presented in Fig. 1, each annotator independently starts to annotate 
their assigned items. After finishing their individual annotations, annotators wait for 
all annotators to finish this process. Items for which disagreeing annotations exist 
are then presented again to the original annotators. Annotators can only see their 
own annotations and are asked to double-check whether the annotation is correct. 
The goal of this process is not to achieve consensus, but to make sure that the disa-
greement originates from a disagreement in the subject matter and not a mistake. 
The result is a labelled corpus that contains all annotations from all annotators. 
Once the annotators are finished, a message is sent to the arbiter.

In order to derive a gold standard from these annotations, an arbiter revisits all 
items with disagreeing annotations and chooses one of the given annotations the be 
the gold standard. This happens after the arbiter received a message from all anno-
tators that they finished the annotation process. In this way, it is ensured that each 
gold standard label is at least supported by two people in the annotation process. 
The final corpus then contains the labels from the independent annotation process as 
well as the gold standard (see also Sect. 6.2).

The focus of this article is on making disagreement explicit, rather than ways of 
resolving disagreement in order to derive a gold standard. Nevertheless, it should be 
mentioned that, especially in cases with a larger number of annotators, it might be 
useful to introduce additional constraints on the arbiter, especially if the arbiter has 
the same level of expertise as the annotators. If, for example, nine annotators choose 
label A and one annotator chooses label B, we might want to restrict the arbiter by 
defining certain thresholds a label has to achieve in order to be selectable by the 
arbiter.

6.2 � Reporting

Publications that describe newly introduced data sets should provide sufficient infor-
mation for others to assess whether the data set is appropriate for their own use. 
Following documentation standards like “Datasheets for Datasets” from Gebru et al. 
(2021) can help to make sure all relevant information is provided. However, the 
standard is focused on describing large data sets and the acquisition of “raw” (i.e. 
unlabelled) data. The annotation process is only a side note. To provide transparency 
about the annotation process, especially with regard to disagreement, we suggest 
including at least the following information:

•	 pool of people involved in the annotation (number and expertise),
•	 number of independent annotators per item,
•	 number and expertise of reviewers/arbiters,
•	 inter-annotator agreement using a standardised metric (where applicable), and
•	 detailed description of the annotation process including handling of disagree-

ment.
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In the data set itself, we suggest including all original annotations, where possible, 
after removing non-intentional disagreement, alongside the gold standard. In cases 
where there are no concerns with regard to the privacy of the annotators or other 
issues, we would also suggest providing the individual annotations in a way that 
makes it transparent which annotations have been made by the same annotator.

7 � Conclusion

In this article, we analyse how disagreement is handled in the annotation of legal 
data sets. We identified 29 legal data sets out of a list of more than 120 data sets that 
have undergone an annotation process that is relevant to the question. The analysis 
shows that in all 29 cases, the final artefact (i.e. the annotated data set) does not 
contain any hint whatsoever of disagreement that might have occurred during the 
annotation process. The analysis also shows that many of the publications introduc-
ing new data sets are lacking relevant information making it effectively impossible 
for other scientists to judge the reliability of the labels within the data.

We hope that this article can spark a discussion within the community about why 
we see it as normal that data sets present a single “truth” where experts disagree. 
The suggestions presented in this article can provide first guidance on how disagree-
ment between annotators can be made more transparent in the future. Even if this 
information cannot yet be productively used with most predictive models, conserv-
ing and providing this information cannot only help us to understand the subject of 
the annotation better but in the future also might be of value for models that are able 
to use this information to provide more nuanced and balanced predictions than the 
current state-of-the-art technologies.
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