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Lawmakers all over the world have started to draft new regulations for Artiicial Intelligence (AI). While the European Union
is currently leading the way with its AI Act, many other legislators will follow and already positioned themselves with white
papers and other publications. This commentary argues that łArtiicial Intelligencež, including Generative AI, should not
be used as a regulatory category. Not because there is no potential for harm from AI systems and not because AI systems
should not be regulated, but because łArtiicial Intelligencež is a vaguely deined label that is neither suitable nor necessary
for comprehensive regulation of technological risks. Instead of regulating a particular set of approaches and algorithms,
lawmakers should focus and double down on regulating high-risk applications of software, independent of whether it is
labelled as AI or not.
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1 Introduction

68 years ago, the łDartmouth Summer Research Project on Artiicial Intelligencež gifted us with the term Artiicial

Intelligence. It has haunted us ever since. The word intelligence itself is ill-deined and whatever it describes is
hard to measure in humans [11]. Not very surprisingly, preixing it with artiicial has done little to clear things
up. For the best part of the last 68 years, the lack of a proper deinition of AI has bothered, at most, a limited
number of researchers. In recent years, the ambiguity of the term might have even been a blessing, at least to
marketing departments that were able to market arbitrary products and services as AI, where AI seemed to be a
synonym for technologically advanced or sometimes just łcoolž. We have now entered a decade in which global
lawmakers, for the irst time, make serious attempts to draft comprehensive regulatory frameworks for AI. A task
that comes with many challenges. One of them is the necessity for a clear deinition of what is to be regulated,
i.e., of what AI is. Looking at attempts made so far, outlined in Section 4, it is clear that among lawmakers, there
is also no universally accepted deinition of AI. This commentary challenges the very idea of regulating łArtiicial
Intelligencež. It will show that deinitions used by lawmakers often only cover a subset of what could reasonably
be seen as AI, by focusing on machine learning (ML). It will argue that any meaningful deinition of AI includes
such a broad and diverse range of technologies that the characteristics shared by such technologies are so small
that they do not form a useful category for targeted regulations and are virtually indistinguishable from non-AI
software systems.
Nevertheless, the widespread and mostly unregulated use of AI and other systems in decision-making and

other tasks poses a threat to individuals and our society at large. Instead of focusing on certain technologies,
like AI, we argue that lawmakers should focus on regulating applications and fairness and transparency within
processes irrespective of technology. Whether a social score is calculated based on statistically derived implicit
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rules or a set of human-crafted explicit rules (or even manually by a human) does not change the potential
negative impact it can have. Therefore, lawmakers should focus on harmful applications of software in general
rather than technologies to implement these applications.

This text will particularly focus on the European Union’s (EU) AI Act, which is widely believed to be potentially
inluential in future global AI legislation [20, 33, 34, 41], even by its critics [3, 24]. While the AI Act explicitly
formulates the goal to take a risk-based approach and regulate harmful applications rather than technology, the
commentary will argue that an AI act, i.e. a law to regulate a speciic set of technologies called AI, can never truly
achieve this goal. Moreover, the AI Act falls short of its own goal by explicitly excluding, e.g., rule-based systems
and regulating what the AI Act calls łgeneral-purpose AI modelsž independent of any concrete applications and
their risk.

2 Related Work

It is widely acknowledged that one of the major challenges that regulators face today is the rapid advancement
of technology, which makes the drafting of łfuture proofž legislation more challenging than ever [15, 28, 40].
While we just now started to see the irst comprehensive regulatory frameworks that attempt to regulate AI,
lawmakers and scholars have been thinking and working on regulating certain aspects of AI for a long time.

2.1 Challenges in Regulating AI

In addition to the general challenges that come with regulating a fast-developing ield, the absence of a compre-
hensive deinition of what AI actually is has been identiied as a challenge for regulators before.

In 2019, for example, Buiten [9] discussed possible ways of regulating AI and identiied as one of the problems
that the łvarious deinitions of AI used in the literature may be helpful to understand AI, but are unsuitable as a
basis for new lawsž [9]. Buiten argues for a more concise regulatory target, mostly aiming at machine learning.
Smuha [40] in 2021 similarly noticed that łas of today, no common deinition for AI exists, though a number of
attempts [...] have been made in this regardž and that łthe absence of a commonly agreed deinition poses certain
obstaclesž in the regulatory process [40]. Hacker [25] identiied the same problem łbasically every technical
book on AI uses its own deinition so that even computer scientists have not yet been able to agree on a uniform
concept of AIž and suggests łto speak, instead of AI, of machine learning (ML) techniques, which are much more
clearly deinedž [25].
While the absence of a common deinition of AI and the implications on the regulatory process have been

discussed before, the common theme in previous work was, also speciically with regard to the AI Act [23],
that deinitions of AI are problematic because they are too broad and include too many systems. Scholars have
therefore suggested, that regulation should focus on ML instead of the more generic AI. This commentary, on
the other hand, will argue that, if anything, the AI deinitions used by lawmakers are often too narrow, because
they exclude, for example, rule-based systems. A truly technology-neutral regulation that focuses on the risks of
applications rather than technology should not make such a distinction.

2.2 AI Act Critique

The AI Act, on which this commentary will focus in particular, in its diferent drafts, has been critically analysed
by many scholars. One of the most critiqued aspects is that the AI Act itself does not grant any rights to those
impacted by the systems it aims to regulate and hardly considers them at all (see e.g. [14, 44]). This critique is
connected with the assessment that the AI Act, while at core a product safety regulation, mixes it with aspects of
fundamental rights protection without suiciently accounting for the diferences in both areas and ultimately
falls short in both of them [2].
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While the risk-based approach the AI Act aims to take is widely seen as the right direction and sometimes
even described as a łnecessityž for regulating AI [49], the concrete implementation has been subject to diferent
critiques. Edwards [14], for example, concluded that łThe alleged ‘risk-based’ nature of the Act is illusory and
arbitraryž because the act lacks reviewable criteria for the risk assessment, which they argue makes the AI Act
łunacceptably arbitrary, denying justiciability and lacking futureprooingž [14]. Similarly, Paul [36] argues that
łThe [EU’s] AI regulation introduces neither comprehensive risk analysis methodology nor does it create robust
independent risk assessment unitsž [36]. Fraser and Bello y Villarino criticise the AI Act for taking an łAFAP [(as
far as possible)] approach to risk acceptabilityž in which ła vaguely deined ’state of the art’ [...] dictate[s] how
much risk society should bear from high-risk AI systemsž [22].

Many scholars believe that the AI Act will potentially inluence global AI regulation (see e.g. [3, 20, 21, 24, 33,
34, 41]). Others believe that the AI Act will not have the widely cited łBrussels efectž [6], but rather start a łrace
to the bottomž, in which global lawmakers try to be attractive for businesses by putting less regulations on the
usage of AI [37, 45].

3 łArtificial Intelligencež in Scholarly Literature

From its very beginning, the meaning of the term łArtiicial Intelligencež was connected to human abilities.
The organisers of the Dartmouth project wanted it to be about łhow to make machines use language, form
abstractions and concepts, solve kinds of problems now reserved for humansž. Even before the term was coined,
scientists were thinking about what would make machines intelligent. Alan Turing, famously, discussed the
issue in his 1950 article łComputing Machinery and Intelligencež [42]. He suggested the łimitation gamež as
the ultimate test for machine intelligence. An adapted version of which today is known as the Turing test. Both,
the original and the adapted version, at the core deine a machine as intelligent if it can deceive a human into
believing the machine is human. If we learned anything from two decades of the Loebner prize, a competition to
develop machines that can pass the Turing test, it is probably that the ability to deceive a human in such a way is
not necessarily correlated to our everyday understanding of intelligence. On the contrary, those systems that have
been more successful in the competition were usually systems that did not indulge in attempts to understand what
was said, but rather used clever linguistic re-arrangement techniques to keep a conversation, just like ELIZA did
in 1966 [46]. Thirty decades later, in his 1980 book łPrinciples of Artiicial Intelligencež, Nilsson [35] wrote łMany
human mental activities such as writing computer programs, doing mathematics, engaging in commonsense
reasoning, understanding language, and even driving an automobile are said to demand ’intelligence’. Over the
past few decades, several computer systems have been built that can perform tasks such as these. [...] We might
say that such systems possess some degree of artiicial intelligencež [35].

More than 70 years after Turing’s thought experiment, we are not much closer to a widely accepted deinition
of AI in science. In their standard reference łArtiicial Intelligence: A Modern Approachž Russell and Norvig [38]
do not provide a single deinition of AI, but rather two dimensions alongside which diferent deinitions of AI
have been given by researchers throughout the years. In the irst dimension, AI is deined as either human or
rational and in the second dimension as either thought or behaviour-based. That leaves us with four possible
deinitions of AI as either systems that act human (like Turing thought), think like humans, act rational, or think
rational (see Figure 1). [38, p. 19-22] All four ways to deine AI include some degree of anthropomorphisation and
are ultimately based on what we deine as human-like or rational. Although evidently not the same, rationality
in the end is something that we almost exclusively attribute to humans.
A trend that cannot only be observed in the scientiic usage of the term AI, but also in everyday usage and,

as will be shown, in legislation, is to use it interchangeably with ML. Henman [26], to name just one example,
writes łAI is typically used to refer to (systems developed with) machine learning algorithmsž [26]. As others
have pointed out before (see e.g. [29, 52]), AI and ML are by no means synonyms. ML is a sub-ield (or sub-set)
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Fig. 1. Diferent dimensions of defining AI according to Russel and Norvig [38]

of AI, one of multiple. One important branch of AI that is particularly excluded when equating it with ML are
so-called expert systems. Expert systems are knowledge-based systems in which a symbolic representation of
human knowledge is applied in order to ofer solutions to speciic problems in a given domain [31, p. 1]. Expert
systems usually consist of two components, a knowledge base which contains the domain knowledge that is
usually encoded in some type of formalism and an inference engine which applies logical rules to the knowledge
base in order to deduce or infer new information from the available knowledge [31, p. 7]. Some of the irst
commercially successful AI systems have been rule-based expert systems [38, p. 40-42].

Today, many reject the idea that such systems should be classiied as AI and would rather classify them as łjust
a bunch of if-statementsž. Even in the scholarly literature, there is a trend towards granting the label AI only to
the latest and most exciting technologies. In his widely cited book łIntroduction to Artiicial Intelligencež, Ertel
[16] suggests that the AI deinition of Elaine Rich łelegantlyž solves the dilemma of other deinitions. It reads:
łArtiicial Intelligence is the study of how to make computers do things at which, at the moment, people are better.ž
(as cited in [16, p. 2]). Ultimately that would mean that as an approach improves and achieves łhuman-levelž
performance, it would stop being AI.

4 Regulation of AI

AI has been a subject of political debates and regulation for years. The EU’s General Data Protection Regulation
(GDPR), for example, states in Article 22 łThe data subject shall have the right not to be subject to a decision
based solely on automated processing, including proiling, which produces legal efects concerning him or her or
similarly signiicantly afects him or her.ž Efectively forbidding purely AI-based decisions in certain contexts.
While regulating how AI can be used is not exactly new, what is new about the current eforts to regulate AI
in Europe, the USA, Africa, China, and other jurisdictions is the attempt to create what is sometimes called a
łcomprehensivež or łhorizontalž regulatory scheme, i.e. laws that regulate all, or at least most, aspects of AI
technologies. For such regulations, a deinition of łArtiicial Intelligencež is indispensable. Lawmakers did not
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seem to be impressed by scientiic attempts to deine AI, at least they chose diferent approaches for their own
deinitions.

4.1 USA

Some simply chose to ignore the issue by using AI without deining what it is. The łBlueprint for an AI Bill
of Rightsž by the White House, for example, provides several deinitions, for concepts such as algorithmic
discrimination, sensitive data, and surveillance technology, but abstains from deining AI, the very concept it
wants to regulate. In the łExecutive Order on the Safe, Secure, and Trustworthy Development and Use of Artiicial
Intelligencež, the white house used the AI deinition given in 15 U.S.C. 9401(3) ła machine-based system that
can, for a given set of human-deined objectives, make predictions, recommendations, or decisions inluencing
real or virtual environments. Artiicial intelligence systems use machine- and human-based inputs to perceive
real and virtual environments; abstract such perceptions into models through analysis in an automated manner;
and use model inference to formulate options for information or action.ž This deinition is anthropomorphising
AI by attributing the ability to łperceivež to AI systems. While one could argue that complex computer vision
systems, e.g. in cars, can łperceivež their environment to a certain degree, it seems far-fetched to claim more
simple systems, like automated hiring systems (see Section 5.2), have perceptive abilities and would therefore
fall under this deinition. In general, the deinition is clearly targeted at ML systems, because it only considers
systems that łabstract such perceptions into models through analysis in an automated mannerž.

4.2 Africa

In a signiicant step towards a comprehensive AI regulation in the African Union (AU), the African Union
Development Agency (AUDA), released a white paper on AI regulation [1]. The white paper ofers the following
deinition: łArtiicial intelligence (AI) refers to the simulation of human intelligence in machines that are
programmed to process information and function similarly to human beings. In mimicking humans’ actions, AI-
based systems are exhibiting traits that are associated with a human mind such as learning and problem-solving.
AI is characterised by its ability to rationalize and take actions that have the best probability of accomplishing a
speciic goal. Machine learning (ML), as a subset of AI, deals with computer programmes that can automatically
learn from and adapt to new data without being assisted by humans. On the other hand, deep learning, as a
subset of AI, involves techniques that can enable automatic learning by absorbing quantities of unstructured data
such as text, images, and videos.ž [1] More than other deinitions used by legislators, this deinition resembles
the scientiic deinitions as described by Russell and Norvig [38] by resembling the łact humanž (łIn mimicking
humans’ actionsž) and łthink humanž (łmachines that are programmed to process information and function
similarly to human beingsž) perspective.

4.3 Europe

One of the currently most discussed pieces of AI legislation is the EU’s AI Act. Its process of formation exempliies
the issue of inding a legal deinition for what AI is. The legislative process at the European level involves three
entities: The European Commission, which has the right of initiative, and the Council of the EU and the European
Parliament as legislators. In the legislative process leading to the inal version of the AI Act, all three bodies
made diferent proposals, notably not just on how to regulate but also on how to deine AI. The initial draft of
the European Commission deined AI as łsoftware that is developed with one or more of the techniques and
approaches listed in Annex I and can, for a given set of human-deined objectives, generate outputs such as
content, predictions, recommendations, or decisions inluencing the environments they interact with.ž [17]

The rather extensive, and at times quite speciic, list of techniques and approaches in the annex included:
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(1) łMachine learning approaches, including supervised, unsupervised and reinforcement learning, using a
wide variety of methods including deep learning;

(2) Logic- and knowledge-based approaches, including knowledge representation, inductive (logic) program-
ming, knowledge bases, inference and deductive engines, (symbolic) reasoning and expert systems;

(3) Statistical approaches, Bayesian estimation, search and optimization methods.ž [17]

This deinition proposed by the Commission is based on the used technology as well as its output. However,
both aspects are deined so broadly, that some experts said it is hard to think of a software that would not fall
within this deinition [10]. If it had been indeed the intention of the commission to regulate all kinds of software,
it would seem unnecessary to use and deine the term AI in the irst place. The fact that there is an explicit list of
techniques that have to be used in order for software to be considered AI strongly indicates that the Commission
had other software in mind that is not seen as AI. The phrasing łlogic-based approachesž alone would basically
describe every software possible and the Commission either had a more restrictive interpretation in mind or did
not suiciently consider the implications.
Sharing the sentiment of some experts that the deinition proposed by the Commission might be too broad,

the Council of the EU proposed a diferent deinition which, in their perspective, is more narrow, deining AI as:

ła system that is designed to operate with elements of autonomy and that, based on machine and/or
human-provided data and inputs, infers how to achieve a given set of objectives using machine
learning and/or logic- and knowledge based approaches, and produces system-generated outputs
such as content (generative AI systems), predictions, recommendations or decisions, inluencing the
environments with which the AI system interactsž [12]

In addition to removing the explicit mentions of individual technologies and łstatistical approachesž altogether,
this deinition introduces łelements of autonomyž as a property of AI systems. An interesting thought that
excludes łsimplerž software from the AI deinition. Arguably, it also introduces even more uncertainty and
vagueness about what an AI system is, because it raises the questions of what constitutes łelements of autonomyž.

Finally, the European Parliament used an adapted version of the deinition used by the Organisation for
Economic Co-operation and Development (OECD) prior to November 2023. Arguably, this presents a more
concise version of what the Council wanted to say:

łartiicial intelligence system (AI system) means a machine-based system that is designed to operate
with varying levels of autonomy and that can, for explicit or implicit objectives, generate outputs
such as predictions, recommendations, or decisions, that inluence physical or virtual environments;ž
[18]

Figure 2 shows a visualisation of the concepts mentioned in the three deinitions. While the deinition of the
European Parliament is the shortest, it might well be the most far-reaching one, depending on which notion of
autonomy one is using. Notably, all three deinitions try to avoid anthropomorphising AI or deining it based on
human traits.
In November 2023, partially in response to the drafting of the AI Act, the OECD updated its deinition of AI

(systems). The new version of the deinition reads as follows (additions in bold, removed parts strikethrough):

łAn AI system is a machine-based system that can, for a given set of human-deined explicit or

implicit objectives, infers, from the input it receives, how to generate outputs such as makes
predictions, content, recommendations, or decisions that can inluenceing physical real or virtual
environments.DiferentAI systems are designed to operatewith varying in their levels of autonomy
and adaptiveness after deployment.ž [39]

In the inal version of the AI Act, which was approved by the parliament on the 13th of March 2024, the new
deinition of the OECD was adopted:
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ł‘AI system’ means a machine-based system designed to operate with varying levels of autonomy,
that may exhibit adaptiveness after deployment and that, for explicit or implicit objectives, infers,
from the input it receives, how to generate outputs such as predictions, content, recommendations,
or decisions that can inluence physical or virtual environmentsž [19]

Removing all the optional parts (łmayž, łsuch asž, łvaryingž) the deinition boils down to a system that infers
how to produce output based on the input it receives. Since (almost) every computer program receives input
processes it and produces output (the so-called inputśprocessśoutput (IPO) model), the question of how far-
reaching this deinition is depends largely on the interpretation of the word infers1. As described in Section 3,
expert systems have a component called łinference enginež, which infers based on the knowledge base. When a
trained ML model is used to produce an output based on an input, the process is regularly referred to as inference
[50]. So from a scientiic perspective, both ML and rule-based approaches can clearly infer. However, it is not
necessarily clear when łinferencež starts. Is a calculator application inferring how to generate the output for a
given input? In the end, it will be up to courts of law to interpret how far-reaching the deinition of AI in the AI
Act really is. However, the act ofers an interpretation aid: The preamble of legislative acts in the EU regularly
contains a so-called recital. Recitals are explanatory texts that łset out the reasons for the contents of the enacting
terms (i.e. the articles) of an actž [43]. While the recital is not legally binding, it is often used as an interpretation
aid that can (but does not have to be) used by courts when interpreting the law. The proliferation of the usage
of recitals in EU acts is often criticised and linked to the poor quality of legislation at the EU level [13]. The
recital of the AI Act explains under No. 12 the reasons for the chosen deinition of AI systems. According to the
text, among other points, the deinition łshould be based on key characteristics of AI systems that distinguish
it from simpler traditional software systems or programming approaches and should not cover systems that
are based on the rules deined solely by natural persons to automatically execute operationsž [19]. While this
reads very clearly like a speciic exclusion of systems that use explicitly modelled rules that are based on expert
knowledge, like expert systems, the text continues: łA key characteristic of AI systems is their capability to infer.
[...] The techniques that enable inference while building an AI system include machine learning approaches
that learn from data how to achieve certain objectives, and logic- and knowledge-based approaches that infer
from encoded knowledge or symbolic representation of the task to be solved.ž [19] At least to the author of this
text, explicitly excluding łsystems that are based on the rules deined solely by natural persons to automatically
execute operationsž and at the same time explicitly including łlogic- and knowledge-based approaches that infer
from encoded knowledge or symbolic representationž is an oxymoron.

5 Why We Do Not Need to Regulate łArtificial Intelligencež

If all deinitions of AI that are currently used by lawmakers have their laws, one could think that we just have to
ind a better deinition of AI. However, instead, we should ask themore fundamental question of whether łArtiicial
Intelligencež is a meaningful categorisation for the regulation of technology. Lawmakers regulate technologies to
prevent that they harm citizens, businesses, or society at large. Therefore, how heavily a technology is regulated
usually depends on the potential harm it can cause and the potential beneits it can bring. This section will argue
that using AI as a regulatory category is misguided because the label is not indicative of the amount or type of
danger a system is posing. Focusing regulation on AI, rather than risk, can lead to over-regulation of AI systems
that do not pose harm and under-regulation of systems that pose harm but do not it the chosen deinition of AI.

1and whether łvarying levels of autonomyž also includes little to no autonomy.
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Fig. 2. Concepts mentioned in the definitions of AI used in the initial drats of the AI Act by the Parliament, Council, and
Commission of the European Union

5.1 Risk-based Approach within the AI Act

In acknowledgement of the challenges in regulating a fast-developing technology like AI (see Section 2.1), at its
core, the AI Act is based on assessing the risk that certain applications of AI pose and then regulating them based
on that risk rather than the underlying technology. A similar approach was already taken as part of the GDPR.

Based on the risk assessment, systems are more or less strictly regulated ranging from a complete prohibition
for systems with łunacceptablež risks, like social scoring systems, to no additional regulation for minimal risk
systems, like AI in computer games. Often, this risk-based approach is visualised with a pyramid similar to what
can be seen in Figure 3. A fact that is often overlooked by such graphical representation is that the AI Act also
deines a category of łgeneral-purpose AI modelsž that is regulated independently of any application in a fashion
that could be seen as somewhere between high- and limited-risk models. The regulation of general-purpose
models will be discussed in more detail in Section 5.3.
The AI Act has come a long way in actually achieving a risk-focused and technology-neutral approach,

compared to the the initial proposal of the Commission to list a set of technologies in the Appendix of the act.
Neither writing an if-statement nor training a statistical model is inherently dangerous. However, they can
be used in settings where their usage can cause harm to people, in one way or another. The AI Act rightly
acknowledges this and seeks to regulate such usage. But why only for (however deined) AI? An AI act in itself
can never truly be based on application risks rather than technology, because it assumes a priori that there is
a set of technologies (AI) that is more risky and therefore needs special regulation. We will use an example of
a high-risk application to illustrate why instead of using AI as a regulatory target, lawmakers should double
down on the idea of assessing application risks and regulate software, rather than AI, systems that are applied in
(high-)risk areas.
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Fig. 3. Risk-based approach with the AI Act

5.2 High-risk Application: Hiring Systems

AI systems are used in the hiring process, e.g. to more eiciently screen applications or proactively ind and
approach suitable candidates [30]. In the past, such tools have proven to show diferent biases, e.g. with regard to
gender [47]. Such systems are classiied as high-risk systems in accordance with Annex III of the AI Act: łAI
systems intended to be used for the recruitment or selection of natural persons, in particular to place targeted job
advertisements, to analyse and ilter job applications, and to evaluate candidatesž. Among other things that means
that for such systems the data used to train them (if any was used) should be łsuiciently representativež (Art. 10
No. 3), the system and the decisions it makes should be well documented (Art. 11), and efective human-oversight
must be possible (Art. 14) [19].

Let’s assume three systems (A, B, and C) designed to support the process of selecting which applicant to invite
for an interview. For the sake of simplicity, we assume that applicants ill in a structured recruiting form, which
is the case in many big organisations, including their degrees and grades.

(a) System A uses a random forest model that is trained on historical data. The data consists of illed-in
recruiting forms from the past that are annotated with information on whether a candidate was invited for
an interview or not.

(b) System B is an expert system. The recruiting manager can manually deine criteria for which to ilter.
Additionally, the system uses a knowledge base that is, among other things, able to convert between
diferent grade systems to account for the fact that a very good grade for a Bachelor’s degree from, for
example, Germany ranges between 1.0 and 1.3, while in the Netherlands it ranges from 10 to 9.

(c) System C is a simple low-code system in which the user can deine straightforward ilters, e.g. whether the
grade of an applicant is ≥ 9.

Without any doubt, system A would be an AI system in the sense of all common AI deinitions and the AI
Act and therefore subject to the regulations of high-risk systems. Notwithstanding the ambiguity described in
Section 4.3, system B is a classical expert system and therefore an AI system in the sense of the AI Act and most
other deinitions that do not equal AI and ML. System c, however, would not be seen as an AI (system) by most
of the common scientiic deinitions and also not by the AI Act.
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Fig. 4. Possible decision tree learned by system A (i.e. a system that uses a random forest model that is trained on historical
data)

Let’s assume all three systems are used by a łbias-freež Dutch company that has historically based its decisions
of whom to invite solely on achieved grades and wants to continue to do that. If the company, so far, only received
applications from people with degrees from Dutch and German universities, one of the decision trees learned
by system A could potentially look like the tree shown in Figure 4. The tree would also describe how system B
derives its decision, with potentially additional subbranches for grades from other countries depending on the
extensiveness of the knowledge base. System C would efectively mimic the sub-tree on the bottom left in Figure 4.
All three systems would therefore apply very similar criteria and all three systems would potentially discriminate
against applicants with degrees from countries that use diferent grading schemes (e.g. from Switzerland, where
6 is the best possible grade).
While systems of all these types exist in the real world, this is of course a very simplistic scenario. Decisions

made by such systems could, independent of the AI Act, be considered discriminatory 2. However, the example
shows that independent of how complex a system is, how it ultimately makes a decision based on the input can
be very similar or even the same. More importantly, the consequences it has are also the same. Of course, there
are systems which introduce additional risks, e.g. neural networks that are, unlike random forests, not inherently
explainable and therefore pose the risk of potential biases going undetected for longer.
However, the AI Act is neither an ML nor a deep learning act. It also includes expert systems like system B.

From a technical and a risk perspective, such systems are so close to systems like C that it neither seems feasible
nor necessary or useful to diferentiate them with a deinition of AI. If a system gives recommendations on hiring
decisions, we should demand transparency, explainability, and proper documentation of its design, independent
of what technology is used by the system. Because the harm a system can cause is not mainly determined by
the technology it is using, the regulatory guidelines should not be either. Instead of nitpicking on AI deinitions,
(European) lawmakers should double down on their very own idea of regulating application risks rather than
technology and make the AI Act a Software Systems Act and regulate all software systems that have a signiicant
impact on our lives and not just AI. For developers of more simple systems, it would be relatively easy to comply
with such an act and if a company is providing products that make such potentially life-changing decisions it
does seem reasonable to demand those things from them, even if their system is not based on AI.

2Proving that, however, would be very diicult if the system is not subject to regulations like the AI Act that demand to log the decisions
made and how they were made.
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Fig. 5. Development of maximum amount of gigaflops available in diferent Nvidia GeForce desktop GPU series over time
(based on data from [48])

5.3 łGeneral-Puropsež łArtificial Intelligencež

It is widely discussed how the AI Act takes a łrisk-based approachž. And that has very much been, and to a large
extent still is, the core idea of the act. However, the proliferation of generative AI models, like the GPT models
of OpenAI, has caused the EU to diverge from the original idea of just regulating AI systems, rather than the
underlying AI models. Lawmakers deemed some models so risky that they deviated from two core principles of
the AI Act to regulate them: For all other cases, the act never regulates an AI model itself, but rather the system
that uses the model. And, most obviously, while AI systems are regulated based on the risk of their application,
general-purpose models3, as they are called within the AI Act, are regulated independent of any application.

How far the regulation of general-purpose models deviates from the rest of the act becomes very clear in Art.
51 No. 2, which deines general-purpose models that are considered to have systemic risk: łA general-purpose
AI model shall be presumed to have high impact capabilities [...] when the cumulative amount of computation
used for its training measured in FLOPs is greater than 1025ž. In the recitals (no. 111), this is justiied by the fact
that łAccording to the state of the art at the time of entry into force of this Regulation, the cumulative amount of
compute used for the training of the general-purpose AI model measured in loating point operations (‘FLOPs’)
is one of the relevant approximations for model capabilities.ž That means that, for example, GPT-3 would not
considered to have high impact capabilities because the total train compute was 3.14�1023 [7]. While the use
of more computational power can indeed often lead to better models, if, for example, the dataset used for the
training is bad, the invested computational power becomes almost meaningless. Especially in settings with limited
data, additional training of Large Language Models (LLMs), like GPT-3, which needs additional computing power,
can even lead to decreasing results [32, 51].

Even if we accept computational power as an (imperfect) predictor for the capabilities of a model: If the general
idea of the AI Act is to be future-proofed with regard to technological developments, it is an odd choice to add
such a speciic number that is so deeply rooted in the current state of the technology and so quickly changing.
According to a 2022 report by Hobbhahn and Besiroglu [27], the FLOPs per Dollar double every 2.5 years. Figure
5 shows how rapid the development in available computing power has been in recent years even in the desktop
segment.

3The AI Act deines a general-purpose AI model as łan AI model [...] trained with a large amount of data using self-supervision at scale, that
displays signiicant generality and is capable of competently performing a wide range of distinct tasksž (Art. 3, No. 63)
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LLMs can be perceived as łgeneral-purpose AIž, because they seemingly have the ability to perform a wider
variety of tasks. However, in their training, they are trained for one speciic purpose: to predict the most likely
series of tokens given a speciic input often called a prompt. Whether LLMs indeed have the ability to genuinely
solve diferent tasks and maybe even show łsparks of artiicial general intelligencež [8] or whether they are just
łstochastic parrotsž [5] that are simply trained on such a wide variety of data that they are able to produce useful
looking output in so many cases that it inspires our imagination and leads us to attribute them with human traits
[4, 5], is subject to ierce scientiic debate. No matter which side of the aisle one is on, an LLM that is trained but
never applied cannot have any negative impact beyond the environmental impact caused by the training of the
model4.
LLMs can be used in many ways, including in a very restricted way on clearly deined tasks. LLMs can, for

example, be used to generate headlines for news articles. In theory, they can even be used for such restricted
tasks as generating passwords. It is not obvious why, if applied in such a restricted way, they should be regulated
diferently than other, classical, ML models. In practice, they are of course often applied for more complex tasks
that bear higher risks. However, if an LLM is for example applied in a hiring system, the system will anyway be
regulated based on the application risk, like other AI systems, which leads to a more strict regulation. One notable
diference is that in the case of łnormalž AI models, the responsibility to fulil the regulations of the AI Act lies
with the provider of the system that uses the model, which is not necessarily the same as the provider of the model.
For general-purpose models, the provider of the model is bearing direct responsibility. In practice, this could
well be a distinction without a diference. In order for their models to have a commercial value after the AI Act
comes into efect, providers of general-purpose AI models would have to guarantee their customers compliance
of the model with the act anyway. Otherwise, their models could not be used in commercial applications with
risk anymore.
Together with the fact that separate regulation of general-purpose models was not part of the original draft,

it seems like rather than being about the underlying models itself, the regulation is a response to applications
that make these models directly available, like ChatGPT. ChatGPT is essentially a frontend provided by OpenAI
that connects the user (presumably through some safety layers) with their GPT-3.5 model. ChatGPT itself is
not built with any speciic application in mind other than creating a chat-style interaction. Which rules would
apply to applications like ChatGPT, if there is no speciic regulation of general-purpose models? While this is an
important question (that is to be discussed by legal scholars), it is not in any way unique to general-purpose
models. There are, for example, commercial tools available that perform sentiment analysis. These tools are
based on special-purpose, often relatively simple, models that are trained to detect the sentiment of a text. They
are, for example, used by companies to analyse the reviews their products receive. An application that arguably
bears very little risk since it does not have any relevant inluence on the authors of the reviews that are analysed.
However, the very same tools are equally useful to analyse annual reviews written by managers to make decisions
about bonus payments. In that sense, general-purpose models are no diferent than other models in the fact that
they can be used in diferent risk contexts. Instead of diverting from the very idea of the AI Act by introducing the
category of general-purpose models, the AI Act should have addressed the problem that models and systems can
be applied in diferent contexts within its risk-based framework. With the current regulation, it is diicult not to
feel like the separate regulation of general-purpose models might not have been purely based on a regulatory need.
After all, an AI Act that does not speciically address generative AI might have been seen as not comprehensive
to the public, even if its regulations would still apply to them.

4While this impact should not be neglected, it is not something that is considered within the AI Act.
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6 Conclusion

Letting machines make decisions can pose dangers to their users, to the people inluenced by their decisions, and
to society at large. As systems making decisions related to important aspects of our lives will become more and
more common, lawmakers do well to regulate these. The EU’s AI Act is an important and laudable step towards
comprehensive regulation of such technology. Compared to other proposed regulations, the AI Act, in theory,
follows the right idea of regulating technology based on application risks, rather than the underlying algorithm.
In practice, however, it seems like, in the end, the urge for pioneering dedicated AI regulation and responding to
the public debates about generative AI was bigger than the legislatory will for comprehensive risk regulation,
ultimately watering down the idea of risk-based regulation.

This comment argued that legislators should stop trying to deine łArtiicial Intelligencež. Not only because, as
of today, we simply do not have an accepted deinition of AI, but because any deinition of AI will always be based
on a diferentiation from other software. A diferentiation that is, at least if one believes in the risk-based approach,
not sensible. The real-world implications a software can have do not depend on the underlying technology and
ultimately AI is nothing but an umbrella of, however deined, technologies. Therefore, legislators should stop
trying to come up with new deinitions of AI and focus on addressing the risks that diferent applications of
software can have.

Scholarly debates about new regulations are naturally mostly led by legal scholars. As discussed in Section 2.2,
there is a lively debate about the quality of the AI Act and other AI regulations. Despite its best eforts, even the
AI Act, which was designed to focus on risks rather than technology, is deeply technical. It talks about context
windows, accuracy levels, adversarial attacks, FLOPs, and makes implicit assumptions about the risk of diferent
approaches. This commentary presented a more technical view on AI regulation. Some of the assumptions that
current AI regulation makes, particularly regarding LLMs and similar models, are iercely debated within the
AI community. Therefore, it is important that in the future, computer scientists and AI researchers take a more
active role in policy debates. This is a contribution to this debate.
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A Definitions of AI (Systems)

Table 1. Definitions of AI (Systems) discussed in this article

Deinition
Source Year Citation

łMany human mental activities such as writing computer pro-
grams, doing mathematics, engaging in commonsense reasoning,
understanding language, and even driving an automobile are
said to demand ’intelligence.’ Over the past few decades, several
computer systems have been built that can perform tasks such as
these. [...] We might say that such systems possess some degree
of artiicial intelligencež

łPrinciples of artii-
cial intelligencež by
Nilsson

1982 [35]

łAI is typically used to refer to (systems developedwith) machine
learning algorithmsž

łImproving public
services using arti-
icial intelligence:
possibilities, pitfalls,
governance.ž by
Henman

2020 [26]
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Table 1. Definitions of AI (Systems) discussed in this article (cont’d)

Deinition Source Year Citation

łArtiicial intelligence (AI) refers to the simulation of human
intelligence in machines that are programmed to process infor-
mation and function similarly to human beings. In mimicking
humans’ actions, AI-based systems are exhibiting traits that are
associated with a human mind such as learning and problem-
solving. AI is characterised by its ability to rationalize and take
actions that have the best probability of accomplishing a spe-
ciic goal. Machine learning (ML), as a subset of AI, deals with
computer programmes that can automatically learn from and
adapt to new data without being assisted by humans. On the
other hand, deep learning, as a subset of AI, involves techniques
that can enable automatic learning by absorbing quantities of
unstructured data such as text, images, and videos.ž

African Union Devel-
opment Agency

2023 [1]

łsoftware that is developed with one or more of the techniques
and approaches listed in Annex I and can, for a given set of
human-deined objectives, generate outputs such as content,
predictions, recommendations, or decisions inluencing the
environments they interact with.ž

[With Annex I:]

(1) łMachine learning approaches, including supervised, unsu-
pervised and reinforcement learning, using a wide variety
of methods including deep learning;

(2) Logic- and knowledge-based approaches, including knowl-
edge representation, inductive (logic) programming,
knowledge bases, inference and deductive engines, (sym-
bolic) reasoning and expert systems;

(3) Statistical approaches, Bayesian estimation, search and
optimization methods.ž

AI Act Draft Euro-
pean Commission

2021 [17]

ła system that is designed to operate with elements of autonomy
and that, based on machine and/or human-provided data and
inputs, infers how to achieve a given set of objectives using ma-
chine learning and/or logic- and knowledge based approaches,
and produces system-generated outputs such as content (gener-
ative AI systems), predictions, recommendations or decisions,
inluencing the environments with which the AI system inter-
actsž

AI Act Draft Coun-
cil of the European
Union

2022 [12]
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Table 1. Definitions of AI (Systems) discussed in this article (cont’d)

Deinition Source Year Citation

łartiicial intelligence system (AI system) means a machine-
based system that is designed to operate with varying levels
of autonomy and that can, for explicit or implicit objectives,
generate outputs such as predictions, recommendations, or deci-
sions, that inluence physical or virtual environments;ž

AI Act Draft Euro-
pean Parliamanet

2023 [18]

łAn AI system is a machine-based system that for explicit or
implicit objectives, infers, from the input it receives, how to gen-
erate outputs such as predictions, content, recommendations, or
decisions that can inluence physical or virtual environments.
Diferent AI systems vary in their levels of autonomy and adap-
tiveness after deployment.ž

Updated OECD Dei-
nition

2023 [39]

łAI system’ means a machine-based system designed to operate
with varying levels of autonomy, that may exhibit adaptiveness
after deployment and that, for explicit or implicit objectives,
infers, from the input it receives, how to generate outputs such
as predictions, content, recommendations, or decisions that can
inluence physical or virtual environmentsž

Final Version of the
AI Act

2024 [19]
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